
3 SOLVING PROBLEMS BY
SEARCHING

In which we see how an agent can find a sequence of actions that achieves its
goals, when no single action will do.

The simplest agents discussed in Chapter 2 were the reflex agents, which base their actions on
a direct mapping from states to actions. Such agents cannot operate well in environments for
which this mapping would be too large to store and would take too long to learn. Goal-based
agents, on the other hand, can succeed by considering future actions and the desirability of
their outcomes.

This chapter describes one kind of goal-based agent called aproblem-solving agent.PROBLEMSOLVING

AGENT

Problem-solving agents think about the world usingatomic representations, as described in
Section 2.4.7—that is, states of the world are considered as wholes, with no internal structure
visible to the problem-solving algorithms. Goal-based agents that use more advancedfac-
tored or structured representations are usually calledplanning agentsand are discussed in
Chapter 7 and 11.

We start our discussion of problem solving by defining precisely the elements that con-
stitute a “problem” and its “solution,” and give several examples to illustrate these definitions.
We then describe several general-purpose search algorithms that can be used to solve these
problems. We will see severaluninformed search algorithms—algorithms that are given no
information about the problem other than its definition. Although some of these algorithms
can solve any solvable problem, none of them can do so efficiently.Informed search al-
gorithms, on the other hand, can often do quite well given some idea of where to look for
solutions.

In this chapter, we limit ourselves to the simplest kind of task environment, for which
the solution to a problem is always afixed sequenceof actions. The more general case—where
the agent’s future actions may vary depending on future percepts—is handled in Chapter 4.

This chapter uses concepts from the analysis of algorithms. Readers unfamiliar with
the concepts of asymptotic complexity (that is,O() notation) and NP-completeness should
consult Appendix A.
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66 Chapter 3. Solving Problems by Searching

3.1 PROBLEM-SOLVI NG AGENTS

Intelligent agents are supposed to maximize their performance measure. As we mentioned
in Chapter 2, achieving this is sometimes simplified if the agent can adopt agoal and aim at
satisfying it. Let us first look at why and how an agent might do this.

Imagine an agent in the city of Arad, Romania, enjoying a touring holiday. The agent’s
performance measure contains many factors: it wants to improve its suntan, improve its Ro-
manian, take in the sights, enjoy the nightlife (such as it is), avoid hangovers, and so on. The
decision problem is a complex one involving many tradeoffs and careful reading of guide-
books. Now, suppose the agent has a nonrefundable ticket to fly out of Bucharest the follow-
ing day. In that case, it makes sense for the agent to adopt thegoal of getting to Bucharest.
Courses of action that don’t reach Bucharest on time can be rejected without further consid-
eration and the agent’s decision problem is greatly simplified. Goals help organize behavior
by limiting the objectives that the agent is trying to achieve and hence the actions it needs
to consider.Goal formulation , based on the current situation and the agent’s performanceGOAL FORMULATION

measure, is the first step in problem solving.
We will consider a goal to be a set of world states—exactly those states in which the

goal is satisfied. The agent’s task is to find out how to act, now and in the future, so that it
reaches a goal state. Before it can do this, it needs to decide (or we need to decide on its
behalf) what sorts of actions and states it should consider. If it were to consider actions at
the level of “move the left foot forward an inch” or “turn the steering wheel one degree left,”
the agent would probably never find its way out of the parking lot, let alone to Bucharest,
because at that level of detail there is too much uncertainty in the world and there would be
too many steps in a solution.Problem formulation is the process of deciding what actionsPROBLEM

FORMULATION

and states to consider, given a goal. We will discuss this process in more detail later. For now,
let us assume that the agent will consider actions at the level of driving from one major town
to another. Each state therefore corresponds to being in a particular town.

Our agent has now adopted the goal of driving to Bucharest, and is considering where
to go from Arad. There are three roads out of Arad, one toward Sibiu, one to Timisoara, and
one to Zerind. None of these achieves the goal, so unless the agent is very familiar with the
geography of Romania, it will not know which road to follow.1 In other words, the agent will
not know which of its possible actions is best, because it does not yet know enough about the
state that results from taking each action. If the agent has no additional information—i.e., if
the environment isunknown in the sense defined in Section 2.3—then it is has no choice but
to try one of the actions at random. This sad situation is discussed in Chapter 4.

But suppose the agent has a map of Romania. The point of a map is to provide the
agent with information about the states it might get itself into, and the actions it can take. The
agent can use this information to considersubsequentstages of a hypothetical journey via
each of the three towns, trying to find a journey that eventually gets to Bucharest. Once it has

1 We are assuming that most readers are in the same position and can easily imagine themselves to be as clueless
as our agent. We apologize to Romanian readers who are unable to take advantage of this pedagogical device.
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Section 3.1. Problem-Solving Agents 67

found a path on the map from Arad to Bucharest, it can achieve its goalby carrying out the
driving actions that correspond to the legs of the journey. In general,an agent with several
immediate options of unknown value can decide what to do by first examining futureactions
that eventually lead to states of known value.

To be more specific about what we mean by “examining future actions,” we have to be
more specific about properties of the environment, as defined in Section 2.3. For now, we
will assume that the environment isobservable, so that the agent always knows the current
state. For the agent driving in Romania, it’s reasonable to suppose that each city on the map
has a sign indicating its presence to arriving drivers. We will also assume the environment
is discrete, so that at any given state there are only finitely many actions to choose from.
This is true for navigating in Romania because each city is connected to a small number
of other cities. We will assume the environment isknown, so that the agent knows which
states are reached by each action. (Having an accurate map suffices to meet this condition
for navigation problems.) Finally, we assume that the environment isdeterministic, so that
each action has exactly one outcome. Under ideal conditions, this is true for the agent in
Romania—it means that if it chooses to drive from Arad to Sibiu, it does end up in Sibiu. Of
course, conditions are not always ideal, as we will see in Chapter 4.

Under these assumptions, the solution to any problem is a fixed sequence of actions.
“Of course!” one might say, “What else could it be?” Well, in generalit could be a branching
strategy that recommends different actions in the future depending on what percepts arrive.
For example, under less than ideal conditions, the agent might plan to drive from Arad to
Sibiu and then to Rimnicu Vilcea, but may also need to have a contingency plan in case it
arrives by accident in Zerind instead of Sibiu. Fortunately, if the agent knows the initial state
and the environment is known and deterministic, it knows exactly where it will be after the
first action and what it will perceive. Since there is only one possible percept after the first
action, the solution can specify only one possible second action, and so on.

The process of looking for a sequence of actions that reaches the goal is calledsearch.SEARCH

A search algorithm takes a problem as input and returns asolution in the form of an actionSOLUTION

sequence. Once a solution is found, the actions it recommends can be carried out. This
is called theexecutionphase. Thus, we have a simple “formulate, search, execute” designEXECUTION

for the agent, as shown in Figure 3.1. After formulating a goal and a problem to solve,
the agent calls a search procedure to solve it. It then uses the solution to guide its actions,
doing whatever the solution recommends as the next thing to do—typically, the first action of
the sequence—and then removing that step from the sequence. Once the solution has been
executed, the agent will formulate a new goal.

Notice that while the agent is executing the solution sequence itignores its percepts
when choosing an action because it knows in advance what they will be. An agent that
carries out its plans with its eyes closed, so to speak, must be quite certain of what is going
on. Control theorists call this anopen-loopsystem, because ignoring the percepts breaks theOPENLOOP

loop between agent and environment.
We first describe the process of problem formulation, and then devote the bulk of the

chapter to various algorithms for the SEARCH function. We will not discuss the workings of
the UPDATE-STATE and FORMULATE-GOAL functions further in this chapter.
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68 Chapter 3. Solving Problems by Searching

function SIMPLE-PROBLEM-SOLVING-AGENT(percept) returns an action
persistent: seq, an action sequence, initially empty

state, some description of the current world state
goal , a goal, initially null
problem , a problem formulation

state←UPDATE-STATE(state,percept )
if seq is emptythen do

goal← FORMULATE-GOAL(state)
problem← FORMULATE-PROBLEM(state,goal )
seq←SEARCH(problem)
if seq = failure then return a null action

action← FIRST(seq)
seq←REST(seq)
return action

Figure 3.1 A simple problem-solving agent. It first formulates a goal and a problem,
searches for a sequence of actions that would solve the problem, and then executes the actions
one at a time. When this is complete, it formulates another goal and starts over.

3.1.1 Well-defined problems and solutions

A problem can be defined formally by five components:PROBLEM

• The initial state that the agent starts in. For example, the initial state for our agent inINITIAL STATE

Romania might be described asIn(Arad).

• A description of the possibleactionsavailable to the agent. Given a particular states,ACTIONS

ACTIONS(s) returns the set of actions that can be executed ins. For example, from the
stateIn(Arad), the possible actions are{Go(Sibiu),Go(Timisoara),Go(Zerind)}.
• A description of what each action does; the formal name for this is thetransition

model, specified by a function RESULT(s,a) that returns the state that results fromTRANSITION MODEL

doing actiona in states. We will also use the termsuccessorto refer to any stateSUCCESSOR

reachable from a given state by a single action.2 For example, we have

RESULT(In(Arad),Go(Zerind)) = In(Zerind) .

Together, the initial state, actions, and transition model implicitly define thestate spaceSTATE SPACE

of the problem—the set of all states reachable from the initial state by any sequence
of actions. The state space forms a directed network orgraph in which the nodesGRAPH

are states and the links between nodes are actions. (The map of Romania shown in
Figure 3.2 can be interpreted as a state-space graph if we view each road as standing
for two driving actions, one in each direction.) Apath in the state space is a sequencePATH

of states connected by a sequence of actions.

2 Many treatments of problem solving, including previous editions of this book, talk about thesuccessor func-
tion, which returns the set of all successors, instead of actions and results. Although convenient in some ways,
this formulation makes it difficult to describe an agent that knows what actions it can try but not what they achieve.
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Figure 3.2 A simplified road map of part of Romania.

• Thegoal test, which determines whether a given state is a goal state. Sometimes thereGOAL TEST

is an explicit set of possible goal states, and the test simply checks whether the given
state is one of them. The agent’s goal in Romania is the singleton set{In(Bucharest)}.
Sometimes the goal is specified by an abstract property rather than an explicitly enumer-
ated set of states. For example, in chess, the goal is to reach a state called “checkmate,”
where the opponent’s king is under attack and can’t escape.

• A path cost function that assigns a numeric cost to each path. The problem-solvingPATH COST

agent chooses a cost function that reflects its own performance measure. For the agent
trying to get to Bucharest, time is of the essence, so the cost of a path might be its length
in kilometers. In this chapter, we assume that the cost of a path can be described as the
sumof the costs of the individual actions along the path.3 Thestep costof taking actionSTEP COST

a in states to reach states′ is denoted byc(s, a, s′). The step costs for Romania are
shown in Figure 3.2 as route distances. We will assume that step costs are nonnegative.4

The preceding elements define a problem and can be gathered together into a single data
structure that is given as input to a problem-solving algorithm. Asolution to a problem is an
action sequence that leads from the initial state to a goal state. Solution quality is measured by
the path cost function, and anoptimal solution has the lowest path cost among all solutions.OPTIMAL SOLUTION

3 This assumption is algorithmically convenient, but also has a more fundamental justification—see page 629 in
Chapter 17.
4 The implications of negative costs are explored in Exercise 3.29.
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70 Chapter 3. Solving Problems by Searching

3.1.2 Formulating problems

In the preceding section we proposed a formulation of the problem of getting to Bucharest in
terms of the initial state, actions, transition model, goal test, and path cost. This formulation
seems reasonable, but it is still amodel—an abstract mathematical description—and not the
real thing. Compare the simple state description we have chosen,In(Arad), to an actual cross-
country trip, where the state of the world includes so many things: the traveling companions,
what is on the radio, the scenery out of the window, whether there are any law enforcement
officers nearby, how far it is to the next rest stop, the condition of the road, the weather,
and so on. All these considerations are left out of our state descriptions because they are
irrelevant to the problem of finding a route to Bucharest. The process of removing detail
from a representation is calledabstraction.ABSTRACTION

In addition to abstracting the state description, we must abstract the actions themselves.
A driving action has many effects. Besides changing the location of the vehicle and its oc-
cupants, it takes up time, consumes fuel, generates pollution, and changes the agent (as they
say, travel is broadening). Our formulation takes into account only the change in location.
Also, there are many actions that we will omit altogether: turning on the radio, looking out of
the window, slowing down for law enforcement officers, and so on. And of course, we don’t
specify actions at the level of “turn steering wheel to the left by three degrees.”

Can we be more precise about defining the appropriate level of abstraction? Think of the
abstract states and actions we have chosen as corresponding to large sets of detailed world
states and detailed action sequences. Now consider a solution to the abstract problem: for
example, the path from Arad to Sibiu to Rimnicu Vilcea to Pitesti to Bucharest. This abstract
solution corresponds to a large number of more detailed paths. For example, we could drive
with the radio on between Sibiu and Rimnicu Vilcea, and then switch it off for the rest of
the trip. The abstraction isvalid if we can expand any abstract solution into a solution in the
more detailed world; a sufficient condition is that for every detailed state that is “in Arad,”
there is a detailed path to some state that is “in Sibiu,” and so on.5 The abstraction isuseful
if carrying out each of the actions in the solution is easier than the original problem; in this
case they are easy enough that they can be carried out without further search or planning by
an average driving agent. The choice of a good abstraction thus involves removing as much
detail as possible while retaining validity and ensuring that the abstract actions are easy to
carry out. Were it not for the ability to construct useful abstractions, intelligent agents would
be completely swamped by the real world.

3.2 EXAMPLE PROBLEMS

The problem-solving approach has been applied to a vast array of task environments. We
list some of the best known here, distinguishing betweentoy and real-world problems. A
toy problem is intended to illustrate or exercise various problem-solving methods. It can beTOY PROBLEM

5 See Section 12.2 for a more complete set of definitions and algorithms.
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Section 3.2. Example Problems 71

given a concise, exact description and hence is usable by differentresearchers to compare the
performance of algorithms. Areal-world problem is one whose solutions people actuallyREALWORLD

PROBLEM

care about. They tend not to have a single agreed-upon description, but we will attempt to
give the general flavor of their formulations.

3.2.1 Toy problems

The first example we will examine is thevacuum world first introduced in Chapter 2. (See
Figure 2.2.) This can be formulated as a problem as follows:

• States: The state is determined by both the agent location and the dirt locations. The
agent is in one of two locations, each of which might or might not contain dirt. Thus
there are2 × 22 = 8 possible world states. A larger environment withn locations has
n · 2n states.

• Initial state : Any state can be designated as the initial state.

• Actions: In this simple environment, each state has just three actions:Left, Right, and
Suck. Larger environments might also includeUp andDown.

• Transition model: The actions have their expected effects, except that movingLeft in
the leftmost square, movingRightin the rightmost square, andSucking in a clean square
have no effect. The complete state space is shown in Figure 3.3.

• Goal test: This checks whether all the squares are clean.

• Path cost: Each step costs 1, so the path cost is the number of steps in the path.

Compared with the real world, this toy problem has discrete locations, discrete dirt, reliable
cleaning, and it never gets messed up once cleaned. In Chapter 4, we will relax some of these
assumptions.

The8-puzzle, an instance of which is shown in Figure 3.4, consists of a 3×3 board with8PUZZLE

eight numbered tiles and a blank space. A tile adjacent to the blank space can slide into the
space. The object is to reach a specified goal state, such as the one shown on the right of the
figure. The standard formulation is as follows:

• States: A state description specifies the location of each of the eight tiles and the blank
in one of the nine squares.

• Initial state : Any state can be designated as the initial state. Note that any given goal
can be reached from exactly half of the possible initial states (Exercise 3.17).

• Actions: The simplest formulation defines the actions as movements of the blank space
Left, Right, Up, or Down. Different subsets of these are possible depending on where
the blank is.

• Transition model: Given a state and action, this returns the resulting state; for example,
if we applyLeft to the start state in Figure 3.4, the resulting state has the 5 and the blank
switched.

• Goal test: This checks whether the state matches the goal configuration shown in Fig-
ure 3.4. (Other goal configurations are possible.)

• Path cost: Each step costs 1, so the path cost is the number of steps in the path.
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Figure 3.3 The state space for the vacuum world. Links denote actions: L =Left, R =
Right, S =Suck.

What abstractions have we included here? The actions are abstracted to their beginning and
final states, ignoring the intermediate locations where the block is sliding. We have abstracted
away actions such as shaking the board when pieces get stuck, or extracting the pieces with
a knife and putting them back again. We are left with a description of the rules of the puzzle,
avoiding all the details of physical manipulations.

The 8-puzzle belongs to the family ofsliding-block puzzles, which are often used asSLIDINGBLOCK

PUZZLES

test problems for new search algorithms in AI. This family is known to be NP-complete,
so one does not expect to find methods significantly better in the worst case than the search
algorithms described in this chapter and the next. The 8-puzzle has9!/2= 181, 440 reachable
states and is easily solved. The 15-puzzle (on a4×4 board) has around 1.3 trillion states, and
random instances can be solved optimally in a few milliseconds by the best search algorithms.
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Figure 3.4 A typical instance of the 8-puzzle.
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Section 3.2. Example Problems 73

The 24-puzzle (on a5 × 5 board)has around1025 states, and random instances take several
hours to solve optimally.

The goal of the8-queens problemis to place eight queens on a chessboard such that8QUEENS PROBLEM

no queen attacks any other. (A queen attacks any piece in the same row, column or diago-
nal.) Figure 3.5 shows an attempted solution that fails: the queen in the rightmost column is
attacked by the queen at the top left.

Figure 3.5 Almost a solution to the 8-queens problem. (Solution is left as an exercise.)

Although efficient special-purpose algorithms exist for this problem and for the whole
n-queens family, it remains a useful test problem for search algorithms. There are two main
kinds of formulation. Anincremental formulation involves operators thataugmentthe stateINCREMENTAL

FORMULATION

description, starting with an empty state; for the 8-queens problem, this means that each
action adds a queen to the state. Acomplete-state formulationstarts with all 8 queens onCOMPLETESTATE

FORMULATION

the board and moves them around. In either case, the path cost is of no interest because only
the final state counts. The first incremental formulation one might try is the following:

• States: Any arrangement of 0 to 8 queens on the board is a state.

• Initial state : No queens on the board.

• Actions: Add a queen to any empty square.

• Transition model: Returns the board with the a queen added to the specified square.

• Goal test: 8 queens are on the board, none attacked.

In this formulation, we have64 · 63 · · · 57 ≈ 1.8× 1014 possible sequences to investigate. A
better formulation would prohibit placing a queen in any square that is already attacked:

• States: All possible arrangements ofn queens(0 ≤ n ≤ 8), one per column in the
leftmostn columns, with no queen attacking another.
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74 Chapter 3. Solving Problems by Searching

• Actions: Add a queen to any square in the leftmost empty column such that it is not
attacked by any other queen.

This formulation reduces the 8-queens state space from1.8× 1014 to just 2,057, and solutions
are easy to find. On the other hand, for 100 queens the reduction is from roughly10400 states
to about1052 states (Exercise 3.18)—a big improvement, but not enough to make the problem
tractable. Section 4.1 describes the complete-state formulation and Chapter 6 gives a simple
algorithm that solves even the million-queens problem with ease.

Our final toy problem was devised by Donald Knuth (1964) and illustrates how infinite
state spaces can arise. Knuth conjectured that one can start with the number 4, apply a
sequence of factorial, square root, and floor operations, and arrive at any desired positive
integer. For example,

⌊

√

√

√

√

√

√

√

√

√

√

√

√

(4!)!
⌋

= 5 .

The problem definition is very simple:

• States: Positive numbers.

• Initial state : 4.

• Actions: Apply factorial, square root, or floor operation. Factorial can be applied only
to integers.

• Transition model: As given by the mathematical definitions of the operations.

• Goal test: State is the desired positive integer.

To our knowledge there is no bound on how large a number might be constructed in the pro-
cess of reaching a given target—for example, the number 620,448,401,733,239,439,360,000
is generated in the expression for 5—so the state space for this problem is infinite. Such state
spaces arise very frequently in tasks involving the generation of mathematical expressions,
circuits, proofs, programs, and other recursively defined objects.

3.2.2 Real-world problems

We have already seen how theroute-finding problem is defined in terms of specified loca-ROUTEFINDING

PROBLEM

tions and transitions along links between them. Route-finding algorithms are used in a variety
of applications. Some, such as Web sites and in-car systems that provide driving directions,
are relatively straightforward extensions of the Romania example. Others, such as routing
video streams in computer networks, military operations planning, and airline travel planning
systems, involve much more complex specifications. Consider the airline travel problems that
must be solved by a travel planning Web site:

• States: Each state obviously includes a location (e.g., an airport) and the current time.
Furthermore, because the cost of an action (a flight segment) may depend on previous
segments, their fare bases, and whether they were domestic or international, the state
must record extra information about these “historical” aspects.

• Initial state : This is specified by the user’s query.
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Section 3.2. Example Problems 75

• Actions: Take any flight from the current location, in any seat class, leaving after the
current time, leaving enough time for within-airport transfer if there is a preceding flight
segment.

• Transition model: The state resulting from taking a flight will have the flight’s desti-
nation as the current location and the flight’s arrival time as the current time.

• Goal test: Are we at the final destination specified by the user?

• Path cost: This depends on monetary cost, waiting time, flight time, customs and im-
migration procedures, seat quality, time of day, type of airplane, frequent-flyer mileage
awards, and so on.

Commercial travel advice systems use a problem formulation of this kind, with many addi-
tional complications to handle the byzantine fare structures that airlines impose. Any sea-
soned traveler knows, however, that not all air travel goes according to plan. A really good
system should include contingency plans—such as backup reservations on alternate flights—
to the extent that these are justified by the cost and likelihood of failure of the original plan.

Touring problems are closely related to route-finding problems, but with an impor-TOURING PROBLEMS

tant difference. Consider, for example, the problem “Visit every city in Figure 3.2 at least
once, starting and ending in Bucharest.” As with route finding, the actions correspond
to trips between adjacent cities. The state space, however, is quite different. Each state
must include not just the current location but also theset of cities the agent has visited.
So the initial state would beIn(Bucharest),Visited({Bucharest}), a typical intermedi-
ate state would beIn(Vaslui),Visited({Bucharest ,Urziceni ,Vaslui}), and the goal test
would check whether the agent is in Bucharest and all 20 cities have been visited.

The traveling salesperson problem(TSP) is a touring problem in which each city
TRAVELING

SALESPERSON

PROBLEM

must be visited exactly once. The aim is to find theshortesttour. The problem is known to
be NP-hard, but an enormous amount of effort has been expended to improve the capabilities
of TSP algorithms. In addition to planning trips for traveling salespersons, these algorithms
have been used for tasks such as planning movements of automatic circuit-board drills and of
stocking machines on shop floors.

A VLSI layout problem requires positioning millions of components and connectionsVLSI LAYOUT

on a chip to minimize area, minimize circuit delays, minimize stray capacitances, and max-
imize manufacturing yield. The layout problem comes after the logical design phase, and is
usually split into two parts:cell layout andchannel routing. In cell layout, the primitive
components of the circuit are grouped into cells, each of which performs some recognized
function. Each cell has a fixed footprint (size and shape) and requires a certain number of
connections to each of the other cells. The aim is to place the cells on the chip so that they do
not overlap and so that there is room for the connecting wires to be placed between the cells.
Channel routing finds a specific route for each wire through the gaps between the cells. These
search problems are extremely complex, but definitely worth solving. Later in this chapter,
we will see some algorithms capable of solving them.

Robot navigation is a generalization of the route-finding problem described earlier.ROBOT NAVIGATION

Rather than a discrete set of routes, a robot can move in a continuous space with (in principle)
an infinite set of possible actions and states. For a circular robot moving on a flat surface,
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76 Chapter 3. Solving Problems by Searching

the space is essentially two-dimensional. When the robot has arms and legs or wheels that
must also be controlled, the search space becomes many-dimensional. Advanced techniques
are required just to make the search space finite. We examine some of these methods in
Chapter 25. In addition to the complexity of the problem, real robots must also deal with
errors in their sensor readings and motor controls.

Automatic assembly sequencingof complex objects by a robot was first demonstrated
AUTOMATIC

ASSEMBLY

SEQUENCING

by FREDDY (Michie, 1972). Progress since then has been slow but sure, to the point where
the assembly of intricate objects such as electric motors is economically feasible. In assembly
problems, the aim is to find an order in which to assemble the parts of some object. If the
wrong order is chosen, there will be no way to add some part later in the sequence without
undoing some of the work already done. Checking a step in the sequence for feasibility is a
difficult geometrical search problem closely related to robot navigation. Thus, the generation
of legal actions is the expensive part of assembly sequencing. Any practical algorithm must
avoid exploring all but a tiny fraction of the state space. Another important assembly problem
is protein design, in which the goal is to find a sequence of amino acids that will fold into aPROTEIN DESIGN

three-dimensional protein with the right properties to cure some disease.

3.3 SEARCHING FORSOLUTIONS

Having formulated some problems, we now need to solve them. A solution is an action
sequence, so search algorithms work by considering various possible action sequences. The
possible action sequences starting at the initial state form asearch treewith the initial stateSEARCH TREE

at the root; the branches are actions and thenodescorrespond to states in the state space ofNODE

the problem. Figure 3.6 shows the first few steps in growing the search tree for finding a route
from Arad to Bucharest. The root node of the tree corresponds to the initial state,In(Arad).
The first step is to test whether this is a goal state. (Clearly it is not, but it is important to
check so that we can solve trick problems like “starting in Arad, get to Arad.”) Then we
need to consider taking various actions. This is done byexpanding the current state; thatEXPANDING

is, applying each legal action to the current state, therebygeneratinga new set of states. InGENERATING

this case, we add three branches from theparent node In(Arad) leading to three newchildPARENT NODE

nodes: In(Sibiu), In(Timisoara),andIn(Zerind). Now we must choose which of these threeCHILD NODE

possibilities to consider further.
This is the essence of search—following up one option now and putting the others aside

for later, in case the first choice does not lead to a solution. Suppose we choose Sibiu first.
We check to see whether it is a goal state (it is not) and then expand it to getIn(Arad),
In(Fagaras), In(Oradea), andIn(RimnicuVilcea). We can then choose any of these four, or go
back and choose Timisoara or Zerind. Each of these six nodes is aleaf node, that is, a nodeLEAF NODE

with no children in the tree. The set of all leaf nodes available for expansion at any given
point is called thefrontier . (Many authors call it theopen list, which is both geographicallyFRONTIER

OPEN LIST less evocative and inaccurate, as it need not be stored as a list at all.) In Figure 3.6, the frontier
of each tree consists of those nodes with bold outlines.
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Section 3.3. Searching for Solutions 77

The process of choosing and expanding nodes in the frontier continues until either a
solution is found or there are no more states to be expanded. The general TREE-SEARCH

algorithm is shown informally in Figure 3.7. Search algorithms all share this basic structure;
they vary primarily according to how they choose which state to expand next—the so-called
search strategy.SEARCH STRATEGY

The eagle-eyed reader will notice one peculiar thing about the search tree shown in Fig-
ure 3.6: it includes the path from Arad to Sibiu and back to Arad again! We say thatIn(Arad)
is a repeated statein the search tree, generated in this case by aloopy path. ConsideringREPEATED STATE

LOOPY PATH such loopy paths means that the complete search tree for Romania isinfinite, because there
is no limit to how often one can traverse a loop. On the other hand, the state space—the
map shown in Figure 3.2—has only 20 states. As we will see in Section 3.4, loops can cause
certain algorithms to fail, making otherwise solvable problems unsolvable. Fortunately, there
is no need to consider loopy paths. We can rely on more than intuition for this: because path
costs are additive and step costs are nonnegative, a loopy path to any given state is never
better than the same path with the loop removed.

Loopy paths are a special case of the more general concept ofredundant paths, whichREDUNDANT PATH

(a) The initial state

(b) After expanding Arad

(c) After expanding Sibiu

Rimnicu Vilcea LugojArad Fagaras Oradea AradArad Oradea

Rimnicu Vilcea Lugoj

ZerindSibiu

Arad Fagaras Oradea

Timisoara

AradArad Oradea

Lugoj AradArad Oradea

Zerind

Arad

Sibiu Timisoara

Arad

Rimnicu Vilcea

Zerind

Arad

Sibiu

Arad Fagaras Oradea

Timisoara

Figure 3.6 Partial search trees for finding a route from Arad to Bucharest. Nodes that
have been expanded are shaded; nodes that have been generated but not yet expanded are
outlined in bold; nodes that have not yet been generated are shown in faint dashed lines.
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78 Chapter 3. Solving Problems by Searching

function TREE-SEARCH(problem) returns a solution, or failure
initialize the frontier using the initial state ofproblem
loop do

if the frontier is emptythen return failure
choose a leaf node and remove it from the frontier
if the node contains a goal statethen return the corresponding solution
expand the chosen node, adding the resulting nodes to the frontier

function GRAPH-SEARCH(problem) returns a solution, or failure
initialize the frontier using the initial state ofproblem
initialize the explored set to be empty
loop do

if the frontier is emptythen return failure
choose a leaf node and remove it from the frontier
if the node contains a goal statethen return the corresponding solution
add the node to the explored set
expand the chosen node, adding the resulting nodes to the frontier

only if not in the frontier or explored set

Figure 3.7 An informal description of the general tree-search and graph-search algo-
rithms. The parts of GRAPH-SEARCH marked in bold italic are the additions needed to
handle repeated states.

exist whenever there is more than one way to get from one state to another. Consider the
paths Arad–Sibiu (140km long) and Arad–Zerind–Oradea–Sibiu (297km long). Obviously,
the second path is redundant—it’s just a worse way to get to the same state. If you are
concerned about reaching the goal, there’s never any reason to keep around more than one
path to any given state, because any goal state that is reachable by extending one path is also
reachable by extending the other.

In some cases, it is possible to define the problem itself so as to eliminate redundant
paths. For example, if we formulate the 8-queens problem (page 73) so that a queen can be
placed in any column, then each state withn queens can be reached byn! different paths; but
if we reformulate the problem so that each new queen is placed in the leftmost empty column,
then each state can be reached only through one path.

In other cases, redundant paths are unavoidable. This includes all problems where
the actions are reversible, such as route-finding problems and sliding-block puzzles. Route-
finding on arectangular grid , as illustrated in Figure 3.9, is a particularly important exampleRECTANGULAR GRID

in computer games. In such a grid, each state has four successors, so a search tree of depthd
that includes repeated states has4d leaves; but there are only about2d2 distinct states within
d steps of any given state. Ford = 20, this means about a trillion nodes but only about
800 distinct states. Thus, following redundant paths can cause a tractable problem to become
intractable. This is true even for algorithms that know how to avoid infinite loops.

As the saying goes,algorithms that forget their history are doomed to repeat it.The
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Section 3.3. Searching for Solutions 79

Figure 3.8 A sequence of search trees generated by a graph search on the Romania prob-
lem of Figure 3.2. At each stage, we have extended each path by one step. Notice that at the
third stage, the northernmost city (Oradea) has become a dead end: both of its successors are
already explored via other paths.

way to avoid exploring redundant paths is to remember where one has been. To do this, we
augment the TREE-SEARCH algorithm with a data structure called theexplored set, whichEXPLORED SET

remembers every expanded node. (Many authors call this theclosed list—see earlier com-CLOSED LIST

ment on open lists.) Newly generated nodes that match previously generated nodes—ones
in the explored set or the frontier—can be discarded instead of being added to the frontier.
The new algorithm, called GRAPH-SEARCH, is shown informally in Figure 3.7. The spe-
cific algorithms in this chapter are, for the most part, special cases or variants of this general
design.

Clearly, the search tree constructed by the GRAPH-SEARCH algorithm contains at most
one copy of any given state, so we can think of it as growing a tree directly on the state-
space graph itself, as shown in Figure 3.8. The algorithm has another nice property: the
frontier separatesthe state-space graph into the explored region and the unexplored region,SEPARATOR

so that every path from the initial state to an unexplored state has to pass through a state in the
frontier. (If this seems completely obvious, try Exercise 3.20 now.) This property is illustrated
in Figure 3.9. As every step moves a state from the frontier into the explored region, while
moving some states from the unexplored region into the frontier, we see that the algorithm is
systematicallyexamining the states in the state space, one by one, until it finds a solution.

3.3.1 Infrastructure for search algorithms

Search algorithms require a data structure to keep track of the search tree that is being con-
structed. For each noden of the tree, we will have a structure that contains the following four
components:

• n.STATE: the state in the state space to which the node corresponds;

• n.PARENT: the node in the search tree that generated this node;

• n.ACTION: the action that was applied to the parent to generate the node;

• n.PATH-COST: the cost, traditionally denoted byg(n), of the path from the initial state
to the node, as indicated by the parent pointers.

Given the components for a parent node, it is easy to see how to compute the necessary
components for a child node. The function CHILD -NODE takes a parent node and an action
and returns the resulting child node:
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80 Chapter 3. Solving Problems by Searching

(c)(b)(a)

Figure 3.9 The separation property of GRAPH-SEARCH, illustrated on a rectangular-grid
problem. The frontier (white nodes) always separates the explored region of the state space
(black nodes) from the unexplored region (gray nodes). In (a), just the root has been ex-
panded. In (b), one leaf node has been expanded. In (c), the remaining successors of the root
have been expanded in clockwise order.

function CHILD -NODE(problem ,parent ,action) returns a node
return a node with

STATE = problem .RESULT(parent .STATE,action ),
PARENT = parent , ACTION = action ,
PATH-COST = parent .PATH-COST + problem .STEP-COST(parent .STATE,action )

The node data structure is depicted in Figure 3.10. Notice how the PARENT pointers
string the nodes together into a tree structure. These pointers also allow the solution path
to be extracted when a goal node is found; we’ll use the SOLUTION function to return the
sequence of actions obtained by following parent pointers back to the root.

Up to now, we have not been very careful to distinguish between nodes and states,
but in writing detailed algorithms it’s important to do so. A node is a bookkeeping data
structure used to represent the search tree. A state corresponds to a configuration of the
world. Thus, nodes are on particular paths, as defined by PARENT pointers, whereas states
are not. Furthermore, two different nodes can contain the same world state, if that state is
generated via two different search paths.

Now that we have nodes, we need somewhere to put them. The frontier needs to be
stored in such a way that the search algorithm can easily choose the next node to expand
according to its preferred strategy. The appropriate data structure for this is aqueue. TheQUEUE

operations on a queue are as follows:

• EMPTY?(queue) returns true only if there are no more elements in the queue.

• POP(queue) removes the first element of the queue and returns it.

• INSERT(element , queue) inserts an element and returns the resulting queue.
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Figure 3.10 Nodes are the data structures from which the search tree is constructed. Each
has a parent, a state, and various bookkeeping fields. Arrows point from child to parent.

Queues are characterized by theorder in which they store the inserted nodes. Three common
variants are the first-in, first-out orFIFO queue, which pops theoldestelement of the queue;FIFO QUEUE

the last-in, first-out orLIFO queue (also known as astack), which pops thenewestelementLIFO QUEUE

of the queue; and thepriority queue , which pops the element of the queue with the highestPRIORITY QUEUE

priority according to some ordering function.
The explored set can be implemented with a hash table to allow efficient checking for

repeated states. With a good implementation, insertion and lookup can be done in roughly
constant time, independent of the number of states stored. One must take care to implement
the hash table with the right notion of equality between states. For example, in the traveling
salesperson problem (page 75), the hash table needs to know that the set of visited cities
{Bucharest,Urziceni,Vaslui} is the same as{Urziceni,Vaslui,Bucharest}. Sometimes this can
be achieved most easily by insisting that the data structures for states be in somecanonical
form ; that is, logically equivalent states should map to the same data structure. In the caseCANONICAL FORM

of states described by sets, for example, a bit-vector representation or a sorted list without
repetition would be canonical, whereas an unsorted list would not.

3.3.2 Measuring problem-solving performance

Before we get into the design of specific search algorithms, we need to consider the criteria
that might be used to choose among them. We will evaluate an algorithm’s performance in
four ways:

• Completeness: Is the algorithm guaranteed to find a solution when there is one?COMPLETENESS

• Optimality : Does the strategy find the optimal solution, as defined on page 69?OPTIMALITY

• Time complexity: How long does it take to find a solution?TIME COMPLEXITY

• Space complexity: How much memory is needed to perform the search?SPACE COMPLEXITY

Time and space complexity are always considered with respect to some measure of the prob-
lem difficulty. In theoretical computer science, the typical measure is the size of the state
space graph,|V | + |E|. whereV is the set of vertices (nodes) of the graph andE is the set
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82 Chapter 3. Solving Problems by Searching

of edges (links). This is appropriate when the graph is an explicit data structure that is input
to the search program. (The map of Romania is an example of this.) In AI, the graph is often
representedimplicitly by the initial state, actions, and transition model and is frequently infi-
nite. For these reasons, complexity is expressed in terms of three quantities:b, thebranching
factor or maximum number of successors of any node;d, thedepth of the shallowest goalBRANCHING FACTOR

DEPTH node (i.e., the number of steps along the path from the root); andm, the maximum length of
any path in the state space. Time is often measured in terms of the number of nodes generated
during the search, and space in terms of the maximum number of nodes stored in memory.
For the most part, we will describe time and space complexity for search on a tree; for a
graph, the answer will depend on how “redundant” the paths in the state space are.

To assess the effectiveness of a search algorithm, we can consider just thesearch cost—SEARCH COST

which typically depends on the time complexity but can also include a term for memory
usage—or we can use thetotal cost, which combines the search cost and the path cost of theTOTAL COST

solution found. For the problem of finding a route from Arad to Bucharest, the search cost
is the amount of time taken by the search and the solution cost is the total length of the path
in kilometers. Thus, to compute the total cost, we have to add milliseconds and kilometers.
There is no “official exchange rate” between the two, but it might be reasonable in this case to
convert kilometers into milliseconds by using an estimate of the car’s average speed (because
time is what the agent cares about). This enables the agent to find an optimal tradeoff point
at which further computation to find a shorter path becomes counterproductive. The more
general problem of tradeoffs between different goods will be taken up in Chapter 16.

3.4 UNINFORMED SEARCH STRATEGIES

This section covers several search strategies that come under the heading ofuninformed
search (also calledblind search). The term means that they have no additional informa-UNINFORMED

SEARCH

BLIND SEARCH tion about states beyond that provided in the problem definition. All they can do is generate
successors and distinguish a goal state from a nongoal state. All search strategies are dis-
tinguished by theorder in which nodes are expanded. Strategies that know whether one
non-goal state is “more promising” than another are calledinformed search or heuristicINFORMED SEARCH

searchstrategies; they will be covered in Section 3.5.HEURISTIC SEARCH

3.4.1 Breadth-first search

Breadth-first search is a simple strategy in which the root node is expanded first, then all theBREADTHFIRST

SEARCH

successors of the root node are expanded next, thentheir successors, and so on. In general,
all the nodes are expanded at a given depth in the search tree before any nodes at the next
level are expanded.

Breadth-first search is an instance of the general graph search algorithm (Figure 3.7) in
which theshallowestunexpanded node is chosen for expansion. This is achieved very simply
by using a FIFO queue for the frontier. Thus, new nodes (which are always deeper than their
parents) go to the back of the queue and old nodes, which are shallower than the new nodes,
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Section 3.4. Uninformed Search Strategies 83

function BREADTH-FIRST-SEARCH(problem) returns a solution, or failure

node←a node with STATE = problem .INITIAL -STATE, PATH-COST = 0
if problem .GOAL-TEST(node.STATE) then return SOLUTION(node)
frontier← a FIFO queue withnode as the only element
explored← an empty set
loop do

if EMPTY?(frontier ) then return failure
node←POP( frontier ) /* chooses the shallowest node infrontier */
addnode.STATE to explored

for eachaction in problem .ACTIONS(node.STATE) do
child←CHILD -NODE(problem ,node,action)
if child .STATE is not inexplored or frontier then do

if problem .GOAL-TEST(child .STATE) then return SOLUTION(child )
frontier← INSERT(child , frontier )

Figure 3.11 Breadth-first search on a graph.

get expanded first. There is one slight tweak on the general graph search algorithm, which is
that the goal test is applied to each node when it isgenerated, rather than when it is selected
for expansion. This decision is explained below, where we discuss time complexity. Note also
that the algorithm, following the general template for graph search, discards any new path to
a state already in the frontier or explored set; it is easy to see that any such path must be at
least as deep as the one already found. Thus, breadth-first search always has the shallowest
path to every node on the frontier.

Pseudocode is given in Figure 3.11. Figure 3.12 shows the progress of the search on a
simple binary tree.

How does breadth-first search rate according to the four criteria from the previous sec-
tion? We can easily see that it iscomplete—if the shallowest goal node is at some finite depth
d, breadth-first search will eventually find it after generating all shallower nodes (provided
the branching factorb is finite). Note that as soon as a goal node is generated, we know it
is the shallowest goal node because all shallower nodes must have been generated already
and failed the goal test. Now, theshallowestgoal node is not necessarily theoptimal one;
technically, breadth-first search is optimal if the path cost is a nondecreasing function of the
depth of the node. The most common such scenario is when all actions have the same cost.

A
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D E F G

C

A
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BB C
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A

Figure 3.12 Breadth-first search on a simple binary tree. At each stage, the node to be
expanded next is indicated by a marker.
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84 Chapter 3. Solving Problems by Searching

So far, the news about breadth-first search has been good. The news about time and
space is not so good. Imagine searching a uniform tree where every state hasb successors.
The root of the search tree generatesb nodes at the first level, each of which generatesb more
nodes, for a total ofb2 at the second level. Each ofthesegeneratesb more nodes, yieldingb3

nodes at the third level, and so on. Now suppose that the solution is at depthd. In the worst
case, it is the last node generated at that level. Then the total number of nodes generated is

b + b2 + b3 + · · ·+ bd = O(bd) .

(If the algorithm were to apply the goal test to nodes when selected for expansion, rather than
when generated, the whole layer of nodes at depthd would be expanded before detecting the
goal, and the time complexity would beO(bd+1).)

As for space complexity: for any kind of graph search, which stores every expanded
node in theexplored set, the space complexity is always within a factor ofb of the time
complexity. For breadth-first graph search in particular, every node generated remains in
memory. There will beO(bd−1) nodes in theexplored set andO(bd) nodes in the frontier, so
the space complexity isO(bd), i.e., it is dominated by the size of the frontier. Switching to
a tree search would not save much space, and in a state space with many redundant paths it
could cost a great deal of time.

An exponential complexity bound such asO(bd) is scary. Figure 3.13 shows why. It
lists the time and memory required for a breadth-first search with branching factorb = 10,
for various values of the solution depthd. The table assumes that 100,000 nodes can be
generated per second and that a node requires 1000 bytes of storage. Many search problems
fit roughly within these assumptions (give or take a factor of 100) when run on a modern
personal computer.

Depth Nodes Time Memory

2 110 1.1 milliseconds 107 kilobytes
4 11,110 111 milliseconds 10.6 megabytes
6 106 11 seconds 1 gigabytes
8 108 19 minutes 103 gigabytes

10 1010 31 hours 10 terabytes
12 1012 129 days 1 petabytes
14 1014 35 years 99 petabytes
16 1016 3,500 years 10 exabytes

Figure 3.13 Time and memory requirements for breadth-first search. The numbers shown
assume branching factorb = 10; 100,000 nodes/second; 1000 bytes/node.

There are two lessons to be learned from Figure 3.13. First,the memory requirements
are a bigger problem for breadth-first search than is the execution time. 31 hours would not
be too long to wait for the solution to an important problem of depth 10, but few computers
have the 10 terabytes of main memory it would take. Fortunately, there are other search
strategies that require less memory.
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Section 3.4. Uninformed Search Strategies 85

function UNIFORM-COST-SEARCH(problem) returns a solution, or failure

node←a node with STATE = problem .INITIAL -STATE, PATH-COST = 0
frontier← a priority queue ordered by PATH-COST, with node as the only element
explored← an empty set
loop do

if EMPTY?(frontier ) then return failure
node←POP( frontier ) /* chooses the lowest-cost node infrontier */
if problem .GOAL-TEST(node.STATE) then return SOLUTION(node)
for eachaction in problem .ACTIONS(node.STATE) do

child←CHILD -NODE(problem ,node,action)
if child .STATE is not inexplored or frontier then

addchild .STATE to explored

frontier← INSERT(child , frontier )
else ifchild .STATE is in frontier with higher PATH-COST then

replace thatfrontier node withchild

Figure 3.14 Uniform-cost search on a graph. The algorithm is identical to the general
graph search algorithm in Figure 3.7, except for the use of a priority queue and the addition
of an extra check in case a shorter path is discovered to a frontier state. The data structure for
explored needs to support efficient membership testing, so it should combine the capabilities
of a priority queue and a hash table.

The second lesson is that the time requirements are still a major factor. If your problem
has a solution at depth 16, then (given our assumptions) it will take about 3,500 years for
breadth-first search (or indeed any uninformed search) to find it. In general,exponential-
complexity search problems cannot be solved by uninformed methodsfor any but the smallest
instances.

3.4.2 Uniform-cost search

Breadth-first search is optimal when all step costs are equal, because it always expands the
shallowestunexpanded node. By a simple extension, we can find an algorithm that is optimal
with any step cost function. Instead of expanding the shallowest node,uniform-cost searchUNIFORMCOST

SEARCH

expands the noden with the lowest path costg(n). This is done by storing the frontier as a
priority queue ordered byg. The algorithm is shown in Figure 3.14.

In addition to the ordering of the queue by path cost, there are two other significant
differences from breadth-first search. The first is that the goal test is applied to a node when
it is selected for expansion(as in the generic graph search algorithm shown in Figure 3.7)
rather than when it is first generated. The reason is that the first goal node that isgenerated
may be on a suboptimal path. The second difference is that a test is added in case a better
path is found to a node currently on the frontier.

Both of these modifications come into play in the example shown in Figure 3.15, where
the problem is to get from Sibiu to Bucharest. The successors of Sibiu are Rimnicu Vilcea and
Fagaras, with costs 80 and 99 respectively. The least-cost node, Rimnicu Vilcea, is expanded
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Sibiu Fagaras

Pitesti

Rimnicu Vilcea

Bucharest

99

80

97

101

211

Figure 3.15 A portion of the Romania state space, selected to illustrate uniform-cost
search.

next, adding Pitesti with cost 80+97 = 177. The least-cost node is now Fagaras, so it is
expanded, adding Bucharest with cost 99+211 = 310. Now a goal node has been generated,
but uniform-cost search keeps going, choosing Pitesti for expansion and adding a second path
to Bucharest with cost 80+97+101 = 278. Now the algorithm checks to see if this new path
is better than the old one; it is, so the old one is discarded. Bucharest, now withg-cost 278,
is selected for expansion and the solution is returned.

It is easy to see that uniform-cost search is optimal in general. First, we observe that
whenever uniform-cost search selects a noden for expansion, the optimal path to that node
has been found. (Were this not the case, there would have to be another frontier noden′ on
the optimal path from the start node ton, by the graph separation property of Figure 3.9;
by definition,n′ would have lowerg-cost thann and would have been selected first.) Then,
because step costs are non-negative, paths never get shorter as nodes are added. These two
facts together imply thatuniform-cost search expands nodes in order of their optimal path
cost.Hence, the first goal node selected for expansion must be the optimal solution.

Uniform-cost search does not care about thenumberof steps a path has, but only about
their total cost. Therefore, it will get stuck in an infinite loop if there is a path with an infinite
sequence of zero-cost actions—for example, a sequence ofNoOp actions.6 Completeness
is guaranteed provided the cost of every step is greater than or equal to some small positive
constantǫ.

Uniform-cost search is guided by path costs rather than depths, so its complexity cannot
easily be characterized in terms ofb andd. Instead, letC∗ be the cost of the optimal solution,
and assume that every action costs at leastǫ. Then the algorithm’s worst-case time and space
complexity isO(b1+⌊C∗/ǫ⌋), which can be much greater thanbd. This is because uniform-cost
search can, and often does, explore large trees of small steps before exploring paths involving
large and perhaps useful steps. When all step costs are equal,b1+⌊C∗/ǫ⌋ is justbd+1. Notice
that this is slightly worse than thebd complexity for breadth-first search, because the latter
applies the goal test to each node as it is generated and so does not expand nodes at depthd.

6 NoOp, or “no operation,” is the name of an assembly language instruction that does nothing.
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Figure 3.16 Depth-first search on a binary tree. The unexplored region is shown in light
gray. Explored nodes with no descendants in the frontier are removed from memory. Nodes
at depth 3 have no successors, andM is the only goal node.

3.4.3 Depth-first search

Depth-first search always expands thedeepestnode in the current frontier of the search tree.DEPTHFIRST

SEARCH

The progress of the search is illustrated in Figure 3.16. The search proceeds immediately
to the deepest level of the search tree, where the nodes have no successors. As those nodes
are expanded, they are dropped from the frontier, so then the search “backs up” to the next
deepest node that still has unexplored successors.

The depth-first search algorithm is an instance of the graph search algorithm in Fig-
ure 3.7; whereas breadth-first-search uses a FIFO queue, depth-first search uses a LIFO queue.
A LIFO queue means that the most recently generated node is chosen for expansion. This
must be the deepest unexpanded node, because it is one deeper that its parent—which, in
turn, was the deepest unexpanded node when it was selected.

As an alternative to the GRAPH-SEARCH-style implementation, it is common to im-
plement depth-first search with a recursive function that calls itself on each of its children in
turn. (A recursive depth-first algorithm incorporating a depth limit is shown in Figure 3.17.)
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The properties of depth-first search depend strongly on whether thegraph search or tree
search version is used. The graph search version, which avoids repeated states and redundant
paths, is complete in finite state spaces because it will eventually expand every node. The tree
search version, on the other hand, isnot complete—for example, in Figure 3.6 the algorithm
will follow the Arad–Sibiu–Arad–Sibiu loop forever. Depth-first tree search can be modified
at no extra memory cost so that it checks new states against those on the path from the root
to the current node; this avoids infinite loops in finite state spaces, but does not avoid the
proliferation of redundant paths. In infinite state spaces, both versions fail if an infinite non-
goal path is encountered. For example, in Knuth’s 4 problem, depth-first search would keep
applying the factorial operator forever.

For similar reasons, both versions are non-optimal. For example, in Figure 3.16, depth-
first search will explore the entire left subtree even if nodeC is a goal node. If nodeJ were
also a goal node, then depth-first search would return it as a solution instead ofC, which
would be a better solution; hence, depth-first search is not optimal.

The time complexity of depth-first graph search is bounded by the size of the state space
(which may be infinite, of course). A depth-first tree search, on the other hand, may generate
all of theO(bm) nodes in the search tree, wherem is the maximum depth of any node; this
can be much greater than the size of the state space. Note thatm itself can be much larger
thand (the depth of the shallowest solution), and is infinite if the tree is unbounded.

So far depth-first search seems to have no clear advantage over breadth-first search,
so why do we include it? The reason is the space complexity. For a graph search, there is
no advantage, but a depth-first tree search needs to store only a single path from the root
to a leaf node, along with the remaining unexpanded sibling nodes for each node on the
path. Once a node has been expanded, it can be removed from memory as soon as all its
descendants have been fully explored. (See Figure 3.16.) For a state space with branching
factor b and maximum depthm, depth-first search requires storage of onlyO(bm) nodes.
Using the same assumptions as Figure 3.13, and assuming that nodes at the same depth as
the goal node have no successors, we find that depth-first search would require 156 kilobytes
instead of 10 exabytes at depthd = 16, a factor of 7 trillion times less space. This has
led to the adoption of depth-first tree search as the basic workhorse of many areas of AI,
including constraint satisfaction (Chapter 6), propositional satisfiability (Chapter 7), and logic
programming (Chapter 9). For the remainder of this chapter, we will focus primarily on the
tree search version of depth-first search.

A variant of depth-first search calledbacktracking searchuses still less memory. (SeeBACKTRACKING

SEARCH

Chapter 6 for more details.) In backtracking, only one successor is generated at a time rather
than all successors; each partially expanded node remembers which successor to generate
next. In this way, onlyO(m) memory is needed rather thanO(bm). Backtracking search
facilitates yet another memory-saving (and time-saving) trick: the idea of generating a suc-
cessor bymodifying the current state description directly rather than copying it first. This
reduces the memory requirements to just one state description andO(m) actions. For this to
work, we must be able to undo each modification when we go back to generate the next suc-
cessor. For problems with large state descriptions, such as robotic assembly, these techniques
are critical to success.
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Section 3.4. Uninformed Search Strategies 89

function DEPTH-L IM ITED-SEARCH(problem , limit ) returns a solution, or failure/cutoff
return RECURSIVE-DLS(MAKE-NODE(problem .INITIAL -STATE),problem , limit )

function RECURSIVE-DLS(node,problem , limit ) returns a solution, or failure/cutoff
if problem .GOAL-TEST(node.STATE) then return SOLUTION(node)
else iflimit = 0 then return cutoff

else
cutoff occurred?← false
for eachaction in problem .ACTIONS(node.STATE) do

child←CHILD -NODE(problem ,node,action)
result←RECURSIVE-DLS(child,problem , limit − 1)
if result = cutoff then cutoff occurred?← true
else if result 6= failure then return result

if cutoff occurred? then return cutoff else return failure

Figure 3.17 A recursive implementation of depth-limited tree search.

3.4.4 Depth-limited search

The embarrassing failure of depth-first search in infinite state spaces can be alleviated by
supplying depth-first search with a predetermined depth limitℓ. That is, nodes at depthℓ are
treated as if they have no successors. This approach is calleddepth-limited search. TheDEPTHLIMITED

SEARCH

depth limit solves the infinite-path problem. Unfortunately, it also introduces an additional
source of incompleteness if we chooseℓ < d, that is, the shallowest goal is beyond the depth
limit. (This is not unlikely whend is unknown.) Depth-limited search will also be nonoptimal
if we chooseℓ > d. Its time complexity isO(bℓ) and its space complexity isO(bℓ). Depth-
first search can be viewed as a special case of depth-limited search withℓ=∞.

Sometimes, depth limits can be based on knowledge of the problem. For example, on
the map of Romania there are 20 cities. Therefore, we know that if there is a solution, it must
be of length 19 at the longest, soℓ = 19 is a possible choice. But in fact if we studied the
map carefully, we would discover that any city can be reached from any other city in at most
9 steps. This number, known as thediameter of the state space, gives us a better depth limit,DIAMETER

which leads to a more efficient depth-limited search. For most problems, however, we will
not know a good depth limit until we have solved the problem.

Depth-limited search can be implemented as a simple modification to the general tree or
graph search algorithm. Alternatively, it can be implemented as a simple recursive algorithm
as shown in Figure 3.17. Notice that depth-limited search can terminate with two kinds of
failure: the standardfailure value indicates no solution; thecutoff value indicates no solution
within the depth limit.

3.4.5 Iterative deepening depth-first search

Iterative deepening search(or iterative deepening depth-first search) is a general strategy,ITERATIVE

DEEPENING SEARCH

often used in combination with depth-first tree search, that finds the best depth limit. It does
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90 Chapter 3. Solving Problems by Searching

this by gradually increasing the limit—first 0, then 1, then 2, and soon—until a goal is found.
This will occur when the depth limit reachesd, the depth of the shallowest goal node. The
algorithm is shown in Figure 3.18. Iterative deepening combines the benefits of depth-first
and breadth-first search. Like depth-first search, its memory requirements are very modest:
O(bd) to be precise. Like breadth-first search, it is complete when the branching factor is
finite and optimal when the path cost is a nondecreasing function of the depth of the node.
Figure 3.19 shows four iterations of ITERATIVE-DEEPENING-SEARCH on a binary search
tree, where the solution is found on the fourth iteration.

Iterative deepening search may seem wasteful, because states are generated multiple
times. It turns out this is not very costly. The reason is that in a search tree with the same
(or nearly the same) branching factor at each level, most of the nodes are in the bottom level,
so it does not matter much that the upper levels are generated multiple times. In an iterative
deepening search, the nodes on the bottom level (depthd) are generated once, those on the
next to bottom level are generated twice, and so on, up to the children of the root, which are
generatedd times. So the total number of nodes generated in the worst case is

N(IDS) = (d)b + (d− 1)b2 + · · ·+ (1)bd ,

which gives a time complexity ofO(bd)—asymptotically the same as breadth-first search.
There is some extra cost for generating the upper levels multiple times, but it is not large. For
example, ifb = 10 andd = 5, the numbers are

N(IDS) = 50 + 400 + 3, 000 + 20, 000 + 100, 000 = 123, 450

N(BFS) = 10 + 100 + 1, 000 + 10, 000 + 100, 000 = 111, 110 .

In general, iterative deepening is the preferred uninformed search method when there is a
large search space and the depth of the solution is not known.

Iterative deepening search is analogous to breadth-first search in that it explores a com-
plete layer of new nodes at each iteration before going on to the next layer. It would seem
worthwhile to develop an iterative analog to uniform-cost search, inheriting the latter algo-
rithm’s optimality guarantees while avoiding its memory requirements. The idea is to use
increasing path-cost limits instead of increasing depth limits. The resulting algorithm, called
iterative lengthening search, is explored in Exercise 3.24. It turns out, unfortunately, that

ITERATIVE

LENGTHENING

SEARCH

iterative lengthening incurs substantial overhead compared to uniform-cost search.

function ITERATIVE-DEEPENING-SEARCH(problem) returns a solution, or failure
for depth = 0 to∞ do

result←DEPTH-L IMITED -SEARCH(problem ,depth)
if result 6= cutoff then return result

Figure 3.18 The iterative deepening search algorithm, which repeatedly applies depth-
limited search with increasing limits. It terminates when a solution is found or if the depth-
limited search returnsfailure, meaning that no solution exists.
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Figure 3.19 Four iterations of iterative deepening search on a binary tree.

3.4.6 Bidirectional search

The idea behind bidirectional search is to run two simultaneous searches—one forward from
the initial state and the other backward from the goal—stopping when the two searches meet
in the middle (Figure 3.20). The motivation is thatbd/2 + bd/2 is much less thanbd, or in the
figure, the area of the two small circles is less than the area of one big circle centered on the
start and reaching to the goal.

Bidirectional search is implemented by replacing the goal test with a check to see
whether the frontiers of the two searches intersect; if they do, a solution has been found. The
check can be done when each node is generated or selected for expansion, and with a hash
table the check will take constant time. For example, if a problem has solution depthd= 6,
and each direction runs breadth-first search one node at a time, then in the worst case the two
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GoalStart

Figure 3.20 A schematic view of a bidirectional search that is about to succeed, when a
branch from the start node meets a branch from the goal node.

searches meet when they have generated all of the nodes at depth 3. For b= 10, this means a
total of 2,220 node generations, compared with 1,111,110 for a standard breadth-first search.
Thus, the time complexity of bidirectional search using breadth-first searches in both direc-
tions isO(bd/2). The space complexity is alsoO(bd/2). We can reduce this by roughly half
if one of the two searches is done using iterative deepening, but at least one of the frontiers
must be kept in memory so that the intersection check can be done. This space requirement is
the most significant weakness of bidirectional search. The algorithm is complete and optimal
(for uniform step costs) if both searches are breadth-first; other combinations may sacrifice
completeness, optimality, or both.

The reduction in time complexity makes bidirectional search attractive, but how do we
search backward? This is not as easy as it sounds. Let thepredecessorsof a statex be allPREDECESSORS

those states that havex as a successor. Bidirectional search requires a method for computing
predecessors. The easiest case is when all the actions in the state space are reversible, so
that the predecessors ofx are the same as its successors. Other cases may require substantial
ingenuity.

Consider the question of what we mean by “the goal” in searching “backward from the
goal.” For the 8-puzzle and for finding a route in Romania, there is just one goal state, so the
backward search is very much like the forward search. If there are severalexplicitly listedgoal
states—for example, the two dirt-free goal states in Figure 3.3—then we can construct a new
dummy goal state whose immediate predecessors are all the actual goal states. Alternatively,
some redundant node generations can be avoided by viewing the set of goal states as a single
state, each of whose predecessors is also a set of states—specifically, the set of states having
a corresponding successor in the set of goal states. (See also Section 4.3.)

The most difficult case for bidirectional search is when the goal test gives only an im-
plicit description of some possibly large set of goal states—for example, all the states that
are solutions to then-queens problem. A backward search would need to construct compact
descriptions of “all states that are one queen away from being solutions” and so on; and those
descriptions would have to be tested against the states generated by the forward search. There
is no general way to do this efficiently.
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Section 3.5. Informed (Heuristic) Search Strategies 93

3.4.7 Comparing uninformed search strategies

Figure 3.21 compares search strategies in terms of the four evaluation criteria set forth in
Section 3.4. This comparison is for tree-search versions. For graph searches, the main dif-
ferences are that depth-first search is complete for finite state spaces, and that the space and
time complexities are bounded by the size of the state space.

Criterion
Breadth- Uniform- Depth- Depth- Iterative Bidirectional

First Cost First Limited Deepening (if applicable)

Complete? Yesa Yesa,b No No Yesa Yesa,d

Time O(bd) O(b1+⌊C∗/ǫ⌋) O(bm) O(bℓ) O(bd) O(bd/2)

Space O(bd) O(b1+⌊C∗/ǫ⌋) O(bm) O(bℓ) O(bd) O(bd/2)
Optimal? Yesc Yes No No Yesc Yesc,d

Figure 3.21 Evaluation of tree-search strategies.b is the branching factor;d is the depth
of the shallowest solution;m is the maximum depth of the search tree;l is the depth limit.
Superscript caveats are as follows:a complete ifb is finite; b complete if step costs≥ ǫ for
positiveǫ; c optimal if step costs are all identical;d if both directions use breadth-first search.

3.5 INFORMED (HEURISTIC) SEARCH STRATEGIES

This section shows how aninform ed searchstrategy—one that uses problem-specific knowl-INFORMED SEARCH

edge beyond the definition of the problem itself—can find solutions more efficiently than an
uninformed strategy.

The general approach we will consider is calledbest-first search. Best-first search isBESTFIRST SEARCH

an instance of the general TREE-SEARCH or GRAPH-SEARCH algorithm in which a node is
selected for expansion based on anevaluation function, f(n). The evaluation function isEVALUATION

FUNCTION

construed as a cost estimate, so the node with thelowestevaluation is expanded first. The
implementation of best-first search is identical to that for uniform-cost search (Figure 3.14),
except for the use off instead ofg to order the priority queue.

The choice off determines the search strategy. (In fact, as Exercise 3.33 shows, best-
first search includes breadth-first, depth-first, and uniform-cost search as special cases.) Most
best-first algorithms include as a component off aheuristic function, denotedh(n):HEURISTIC

FUNCTION

h(n) = estimated cost of the cheapest path from the state at noden to a goal state.

(Notice thath(n) takes anodeas input, but, unlikeg(n), it depends only on thestateat that
node.) For example, in Romania, one might estimate the cost of the cheapest path from Arad
to Bucharest via the straight-line distance from Arad to Bucharest.

Heuristic functions are the most common form in which additional knowledge of the
problem is imparted to the search algorithm. We will study heuristics in more depth in Sec-
tion 3.6. For now, we will consider them to be arbitrary, non-negative, problem-specific
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94 Chapter 3. Solving Problems by Searching

functions, with one constraint: ifn is a goal node, thenh(n)= 0. The remainder of this
section covers two ways to use heuristic information to guide search.

3.5.1 Greedy best-first search

Greedy best-first search7 tries to expand the node that is closest to the goal, on the groundsGREEDY BESTFIRST

SEARCH

that this is likely to lead to a solution quickly. Thus, it evaluates nodes by using just the
heuristic function:f(n) = h(n).

Let us see how this works for route-finding problems in Romania, using thestraight-
line distanceheuristic, which we will callhSLD . If the goal is Bucharest, we will need toSTRAIGHTLINE

DISTANCE

know the straight-line distances to Bucharest, which are shown in Figure 3.22. For example,
hSLD(In(Arad))= 366. Notice that the values ofhSLD cannot be computed from the prob-
lem description itself. Moreover, it takes a certain amount of experience to know thathSLD

is correlated with actual road distances and is, therefore, a useful heuristic.
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Figure 3.22 Valuesof hSLD—straight-line distances to Bucharest.

Figure 3.23 shows the progress of a greedy best-first search usinghSLD to find a path
from Arad to Bucharest. The first node to be expanded from Arad will be Sibiu, because it
is closer to Bucharest than either Zerind or Timisoara. The next node to be expanded will
be Fagaras, because it is closest. Fagaras in turn generates Bucharest, which is the goal.
For this particular problem, greedy best-first search usinghSLD finds a solution without ever
expanding a node that is not on the solution path; hence, its search cost is minimal. It is
not optimal, however: the path via Sibiu and Fagaras to Bucharest is 32 kilometers longer
than the path through Rimnicu Vilcea and Pitesti. This shows why the algorithm is called
“greedy”—at each step it tries to get as close to the goal as it can.

Greedy best-first tree search is also incomplete even in a finite state space, much like
depth-first search. Consider the problem of getting from Iasi to Fagaras. The heuristic sug-
gests that Neamt be expanded first, because it is closest to Fagaras, but it is a dead end. The
solution is to go first to Vaslui—a step that is actually farther from the goal according to
the heuristic—and then to continue to Urziceni, Bucharest, and Fagaras. The algorithm will
never find this solution, however, because expanding Neamt puts Iasi back into the frontier,

7 Our first edition called thisgreedy search; other authors have called itbest-first search. Our more general
usage of the latter term follows Pearl (1984).
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Figure 3.23 Stagesin a greedy best-first tree search for Bucharest using the straight-line
distance heuristichSLD . Nodes are labeled with theirh-values.

Iasi is closer to Fagaras than Vaslui is, and so Iasi will be expandedagain, leading to an infi-
nite loop. (The graph search versionis complete in finite spaces, but not in infinite ones.) The
worst-case time and space complexity for the tree version isO(bm), wherem is the maximum
depth of the search space. With a good heuristic function, however, the complexity can be
reduced substantially. The amount of the reduction depends on the particular problem and on
the quality of the heuristic.

3.5.2 A* search: Minimizing the total estimated solution cost

The most widely-known form of best-first search is calledA∗ search (pronounced “A-starA
∗
SEARCH

search”). It evaluates nodes by combiningg(n), the cost to reach the node, andh(n), the cost
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96 Chapter 3. Solving Problems by Searching

to get from the node to the goal:

f(n) = g(n) + h(n) .

Since g(n) gives the path cost from the start node to noden, andh(n) is the estimated cost
of the cheapest path fromn to the goal, we have

f(n) = estimated cost of the cheapest solution throughn .

Thus, if we are trying to find the cheapest solution, a reasonable thing to try first is the
node with the lowest value ofg(n) + h(n). It turns out that this strategy is more than just
reasonable: provided that the heuristic functionh(n) satisfies certain conditions, A∗ search is
both complete and optimal. The algorithm is identical to UNIFORM-COST-SEARCH except
that A∗ usesg + h instead ofg.

Conditions for optimality: Admissibility and consistency

The first condition we require for optimality is thath(n) be anadmissible heuristic. AnADMISSIBLE

HEURISTIC

admissible heuristic is one thatnever overestimatesthe cost to reach the goal. Becauseg(n)
is the actual cost to reachn, andf(n)= g(n) + h(n), we have as immediate consequence
thatf(n) never overestimates the true cost of a solution throughn.

Admissible heuristics are by nature optimistic, because they think the cost of solving
the problem is less than it actually is. An obvious example of an admissible heuristic is the
straight-line distancehSLD that we used in getting to Bucharest. Straight-line distance is
admissible because the shortest path between any two points is a straight line, so the straight
line cannot be an overestimate. In Figure 3.24, we show the progress of an A∗ tree search for
Bucharest. The values ofg are computed from the step costs in Figure 3.2, and the values of
hSLD are given in Figure 3.22. Notice in particular that Bucharest first appears on the frontier
at step (e), but it is not selected for expansion because itsf -cost (450) is higher than that of
Pitesti (417). Another way to say this is that theremightbe a solution through Pitesti whose
cost is as low as 417, so the algorithm will not settle for a solution that costs 450.

A second, slightly stronger condition calledconsistency(or sometimesmonotonicity)CONSISTENCY

MONOTONICITY is required only for the graph-search version of A∗. A heuristich(n) is consistent if, for every
noden and every successorn′ of n generated by any actiona, the estimated cost of reaching
the goal fromn is no greater than the step cost of getting ton′ plus the estimated cost of
reaching the goal fromn′:

h(n) ≤ c(n, a, n′) + h(n′) .

This is a form of the generaltriangle inequality , which stipulates that each side of a triangleTRIANGLE

INEQUALITY

cannot be longer than the sum of the other two sides. Here, the triangle is formed byn, n′,
and the goalGn closest ton. For an admissible heuristic, the inequality makes perfect sense:
if there were a route fromn to Gn via n′ that was cheaper thanh(n), that would violate the
property thath(n) is a lower bound on the cost to reachGn.

It is fairly easy to show (Exercise 3.37) that every consistent heuristic is also admissible.
Consistency is therefore a stricter requirement than admissibility, but one has to work quite
hard to concoct heuristics that are admissible but not consistent. All the admissible heuristics
we discuss in this chapter are also consistent. Consider, for example,hSLD . We know that
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(a) The initial state

(b) After expanding Arad

(c) After expanding Sibiu
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366=0+366

(d) After expanding Rimnicu Vilcea

(e) After expanding Fagaras

(f) After expanding Pitesti
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Zerind
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Sibiu
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Sibiu Bucharest

Oradea

Craiova Pitesti Sibiu

Bucharest Craiova Rimnicu Vilcea
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447=118+329 449=75+374

646=280+366

591=338+253 450=450+0 526=366+160 553=300+253
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671=291+380

Rimnicu Vilcea

Fagaras Rimnicu Vilcea

Arad Fagaras Oradea

646=280+366 415=239+176 671=291+380

Figure 3.24 Stagesin an A∗ search for Bucharest. Nodes are labeled withf = g +h. The
h values are the straight-line distances to Bucharest taken from Figure 3.22.
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98 Chapter 3. Solving Problems by Searching

the general triangle inequality is satisfied when each side is measured by the straight-line
distance, and that the straight-line distance betweenn andn′ is no greater thanc(n, a, n′).
Hence,hSLD is a consistent heuristic.

Optimality of A*

As we mentioned earlier, A∗ has the following properties:the tree-search version ofA∗ is
optimal ifh(n) is admissible, while the graph-search version is optimal ifh(n) is consistent.

We will show the second of these two claims, since it is more useful. The argument
essentially mirrors the argument for the optimality of uniform-cost search, withg replaced by
f—just as in the A∗ algorithm itself.

The first step is to establish the following:if h(n) is consistent, then the values of
f(n) along any path are nondecreasing.The proof follows directly from the definition of
consistency. Supposen′ is a successor ofn; theng(n′)= g(n) + c(n, a, n′) for somea, and
we have

f(n′) = g(n′) + h(n′) = g(n) + c(n, a, n′) + h(n′) ≥ g(n) + h(n) = f(n) .

The next step is to prove thatwheneverA∗ selects a noden for expansion, the optimal path
to that node has been found.Were this not the case, there would have to be another frontier
noden′ on the optimal path from the start node ton, by the graph separation property of
Figure 3.9; becausef is nondecreasing along any path,n′ would have lowerf -cost thann
and would have been selected first.

From the two preceding observations, it follows that the sequence of nodes expanded
by A∗ using GRAPH-SEARCH is in nondecreasing order off(n). Hence, the first goal node
selected for expansion must be an optimal solution, becausef is the true cost for goal nodes
(which haveh= 0) and all later goal nodes will be at least as expensive.

The fact thatf -costs are nondecreasing along any path also means that we can draw
contours in the state space, just like the contours in a topographic map. Figure 3.25 showsCONTOURS

an example. Inside the contour labeled400, all nodes havef(n) less than or equal to 400,
and so on. Then, because A∗ expands the frontier node of lowestf -cost, we can see that an
A∗ search fans out from the start node, adding nodes in concentric bands of increasingf -cost.

With uniform-cost search (A∗ search usingh(n) = 0), the bands will be “circular”
around the start state. With more accurate heuristics, the bands will stretch toward the goal
state and become more narrowly focused around the optimal path. IfC∗ is the cost of the
optimal solution path, then we can say the following:

• A∗ expands all nodes withf(n) < C∗.

• A∗ might then expand some of the nodes right on the “goal contour” (wheref(n) = C∗)
before selecting a goal node.

Completeness requires that there be only finitely many nodes with cost less than or equal to
C∗, a condition that is true if all step costs exceed some finiteǫ and if b is finite.

Notice that A∗ expands no nodes withf(n) > C∗—for example, Timisoara is not
expanded in Figure 3.24 even though it is a child of the root. We say that the subtree below
Timisoara ispruned; becausehSLD is admissible, the algorithm can safely ignore this subtreePRUNING
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Figure 3.25 Map of Romania showing contours atf = 380, f = 400 andf = 420, with
Arad as the start state. Nodes inside a given contour havef -costs less than or equal to the
contour value.

while still guaranteeing optimality. The concept of pruning—eliminating possibilities from
consideration without having to examine them—is important for many areas of AI.

One final observation is that among optimal algorithms of this type—algorithms that
extend search paths from the root and use the same heuristic information—A∗ is optimally
efficient for any given heuristic function. That is, no other optimal algorithm is guaran-OPTIMALLY

EFFICIENT

teed to expand fewer nodes than A∗ (except possibly through tie-breaking among nodes with
f(n)= C∗). This is because any algorithm thatdoes notexpand all nodes withf(n) < C∗

runs the risk of missing the optimal solution.
That A∗ search is complete, optimal, and optimally efficient among all such algorithms

is rather satisfying. Unfortunately, it does not mean that A∗ is the answer to all our searching
needs. The catch is that, for most problems, the number of states within the goal contour
search space is still exponential in the length of the solution. The details of the analysis are
beyond the scope of this book, but the basic results are as follows. For problems with constant
step costs, the growth in runtime is analyzed in terms of the theabsolute error or therelativeABSOLUTE ERROR

error of the heuristic. The absolute error is defined as∆ ≡ h∗−h, whereh∗ is the actual costRELATIVE ERROR

of getting from the root to the goal, and the relative error is defined asǫ ≡ (h∗ − h)/h∗. For
a state space that is a tree, the time complexity of A∗ is exponential in the absolute error, i.e.,
O(b∆). For constant step costs, we can write this asO(bǫd), whered is the solution depth.
For almost all heuristics in practical use, the absolute error is at least proportional to the path
costh∗, so ǫ is constant or growing and the time complexity is exponential ind. We can
also see the effect of a more accurate heuristic:O(bǫd)= O((bǫ)d), so the effective branching
factor (defined more formally in the next section) isbǫ.

In the general case of a graph, the situation is even worse: there can be exponentially
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100 Chapter 3. Solving Problems by Searching

many states withf(n) < C∗ even if the absolute error is bounded by a constant. For example,
consider a simplified version of the vacuum world where the agent can clean up any square
for unit cost without even having to visit it: in that case, squares can be cleaned in any order.
With N initially dirty squares, there are2N states where some subset has been cleaned, and
all of them are on an optimal solution path—and hence satisfyf(n) < C∗ even if the heuristic
has an error of 1.

The complexity of A∗ often makes it impractical to insist on finding an optimal solution.
One can use variants of A∗ that find suboptimal solutions quickly, or one can sometimes
design heuristics that are more accurate but not strictly admissible. In any case, the use of a
good heuristic still provides enormous savings compared to the use of an uninformed search.
In Section 3.6, we will look at the question of designing good heuristics.

Computation time is not, however, A∗’s main drawback. Because it keeps all generated
nodes in memory (as do all GRAPH-SEARCH algorithms), A∗ usually runs out of space long
before it runs out of time. For this reason, A∗ is not practical for many large-scale prob-
lems. Recently developed algorithms have overcome the space problem without sacrificing
optimality or completeness, at a small cost in execution time. We discuss these next.

3.5.3 Memory-bounded heuristic search

The simplest way to reduce memory requirements for A∗ is to adapt the idea of iterative
deepening to the heuristic search context, resulting in theiterative-deepening A∗ (IDA∗) al-

ITERATIVE

DEEPENING

A
∗

gorithm. The main difference between IDA∗ and standard iterative deepening is that the cutoff
used is thef -cost (g +h) rather than the depth; at each iteration, the cutoff value is the small-
estf -cost of any node that exceeded the cutoff on the previous iteration. IDA∗ is practical
for many problems with unit step costs and avoids the substantial overhead associated with
keeping a sorted queue of nodes. Unfortunately, it suffers from the same difficulties with real-
valued costs as does the iterative version of uniform-cost search described in Exercise 3.24.
This section briefly examines two more recent memory-bounded algorithms, called RBFS
and MA∗.

Recursive best-first search(RBFS) is a simple recursive algorithm that attempts toRECURSIVE

BESTFIRST SEARCH

mimic the operation of standard best-first search, but using only linear space. The algorithm
is shown in Figure 3.26. Its structure is similar to that of a recursive depth-first search, but
rather than continuing indefinitely down the current path, it uses thef limit variable to keep
track of the f -value of the bestalternativepath available from any ancestor of the current
node. If the current node exceeds this limit, the recursion unwinds back to the alternative
path. As the recursion unwinds, RBFS replaces thef -value of each node along the path
with backed-up value—the bestf -value of its children. In this way, RBFS remembers theBACKEDUP VALUE

f -value of the best leaf in the forgotten subtree and can therefore decide whether it’s worth
reexpanding the subtree at some later time. Figure 3.27 shows how RBFS reaches Bucharest.

RBFS is somewhat more efficient than IDA∗, but still suffers from excessive node re-
generation. In the example in Figure 3.27, RBFS first follows the path via Rimnicu Vilcea,
then “changes its mind” and tries Fagaras, and then changes its mind back again. These mind
changes occur because every time the current best path is extended, there is a good chance
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Section 3.5. Informed (Heuristic) Search Strategies 101

function RECURSIVE-BEST-FIRST-SEARCH(problem) returns a solution, or failure
return RBFS(problem , MAKE-NODE(problem .INITIAL -STATE),∞)

function RBFS(problem ,node, f limit ) returns a solution, or failure and a newf -cost limit
if problem .GOAL-TEST(node.STATE) then return SOLUTION(node)
successors← [ ]
for eachaction in problem .ACTIONS(node.STATE) do

add CHILD -NODE(problem ,node,action) into successors

if successors is emptythen return failure,∞
for each s in successors do /* updatef with value from previous search, if any */

s .f ←max(s .g + s .h, node.f ))
loop do

best← the lowestf -value node insuccessors

if best .f > f limit then return failure, best .f
alternative← the second-lowestf -value amongsuccessors

result ,best .f←RBFS(problem ,best ,min( f limit , alternative))
if result 6= failure then return result

Figure 3.26 The algorithm for recursive best-first search.

that itsf -value will increase—h is usually less optimistic for nodes closer to the goal. When
this happens, particularly in large search spaces, the second-best path might become the best
path, so the search has to backtrack to follow it. Each mind change corresponds to an iteration
of IDA∗, and could require many reexpansions of forgotten nodes to recreate the best path and
extend it one more node.

Like A∗ tree search, RBFS is an optimal algorithm if the heuristic functionh(n) is
admissible. Its space complexity is linear in the depth of the deepest optimal solution, but
its time complexity is rather difficult to characterize: it depends both on the accuracy of the
heuristic function and on how often the best path changes as nodes are expanded.

IDA∗ and RBFS suffer from usingtoo little memory. Between iterations, IDA∗ retains
only a single number: the currentf -cost limit. RBFS retains more information in memory,
but it uses only linear space: even if more memory were available, RBFS has no way to make
use of it. Because they forget most of that they have done, both algorithms may end up reex-
panding the same states many times over. Furthermore, they suffer the potentially exponential
increase in complexity associated with redundant paths in graphs (see Section 3.3).

It seems sensible, therefore, to use all available memory. Two algorithms that do this
areMA∗ (memory-bounded A∗) andSMA∗ (simplified MA∗). We will describe SMA∗, whichMA*

SMA* is—well—simpler. SMA∗ proceeds just like A∗, expanding the best leaf until memory is full.
At this point, it cannot add a new node to the search tree without dropping an old one. SMA∗

always drops theworst leaf node—the one with the highestf -value. Like RBFS, SMA∗

then backs up the value of the forgotten node to its parent. In this way, the ancestor of a
forgotten subtree knows the quality of the best path in that subtree. With this information,
SMA∗ regenerates the subtree only when all other paths have been shown to look worse than
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Figure 3.27 Stagesin an RBFS search for the shortest route to Bucharest. Thef -limit
value for each recursive call is shown on top of each current node, and every node is labeled
with its f -cost. (a) The path via Rimnicu Vilcea is followed until the current best leaf (Pitesti)
has a value that is worse than the best alternative path (Fagaras). (b) The recursion unwinds
and the best leaf value of the forgotten subtree (417) is backed up to Rimnicu Vilcea; then
Fagaras is expanded, revealing a best leaf value of 450. (c) The recursion unwinds and the
best leaf value of the forgotten subtree (450) is backed up to Fagaras; then Rimnicu Vilcea is
expanded. This time, because the best alternative path (through Timisoara) costs at least 447,
the expansion continues to Bucharest.

the path it has forgotten. Another way of saying this is that, if all the descendants of a noden
are forgotten, then we will not know which way to go fromn, but we will still have an idea
of how worthwhile it is to go anywhere fromn.
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Section 3.5. Informed (Heuristic) Search Strategies 103

The complete algorithm is too complicated to reproduce here,8 but there is one subtlety
worth mentioning. We said that SMA∗ expands the best leaf and deletes the worst leaf. What
if all the leaf nodes have the samef -value? To avoid selecting the same node for deletion
and expansion, SMA∗ expands thenewestbest leaf and deletes theoldestworst leaf. These
coincide when there is only one leaf, but in that case, the current search tree must be a single
path from root to leaf that fills all of memory. If the leaf is not a goal node, theneven if it is on
an optimal solution path, that solution is not reachable with the available memory. Therefore,
the node can be discarded exactly as if it had no successors.

SMA∗ is complete if there is any reachable solution—that is, ifd, the depth of the
shallowest goal node, is less than the memory size (expressed in nodes). It is optimal if any
optimal solution is reachable; otherwise it returns the best reachable solution. In practical
terms, SMA∗ is a fairly robust choice for finding optimal solutions, particularly when the
state space is a graph, step costs are not uniform, and node generation is expensive compared
to the overhead of maintaining the frontier and explored set.

On very hard problems, however, it will often be the case that SMA∗ is forced to switch
back and forth continually among many candidate solution paths, only a small subset of which
can fit in memory. (This resembles the problem ofthrashing in disk paging systems.) ThenTHRASHING

the extra time required for repeated regeneration of the same nodes means that problems
that would be practically solvable by A∗, given unlimited memory, become intractable for
SMA∗. That is to say,memory limitations can make a problem intractable from the point of
view of computation time.Although there is no theory to explain the tradeoff between time
and memory, it seems that this is an inescapable problem. The only way out is to drop the
optimality requirement.

3.5.4 Learning to search better

We have presented several fixed strategies—breadth-first, greedy best-first, and so on—that
have been designed by computer scientists. Could an agentlearn how to search better? The
answer is yes, and the method rests on an important concept called themetalevel state space.METALEVEL STATE

SPACE

Each state in a metalevel state space captures the internal (computational) state of a program
that is searching in anobject-level state spacesuch as Romania. For example, the internalOBJECTLEVEL STATE

SPACE

state of the A∗ algorithm consists of the current search tree. Each action in the metalevel state
space is a computation step that alters the internal state; for example, each computation step
in A∗ expands a leaf node and adds its successors to the tree. Thus, Figure 3.24, which shows
a sequence of larger and larger search trees, can be seen as depicting a path in the metalevel
state space where each state on the path is an object-level search tree.

Now, the path in Figure 3.24 has five steps, including one step, the expansion of Fagaras,
that is not especially helpful. For harder problems, there will be many such missteps, and a
metalevel learningalgorithm can learn from these experiences to avoid exploring unpromis-METALEVEL

LEARNING

ing subtrees. The techniques used for this kind of learning are described in Chapter 21. The
goal of learning is to minimize thetotal cost of problem solving, trading off computational
expense and path cost.

8 A roughsketch appeared in the first edition of this book.
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104 Chapter 3. Solving Problems by Searching

3.6 HEURISTIC FUNCTIONS

In this section, we will look at heuristics for the 8-puzzle, in order to shed light on the nature
of heuristics in general.

The 8-puzzle was one of the earliest heuristic search problems. As mentioned in Sec-
tion 3.2, the object of the puzzle is to slide the tiles horizontally or vertically into the empty
space until the configuration matches the goal configuration (Figure 3.28).

2
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Figure 3.28 A typical instance of the 8-puzzle. The solution is 26 steps long.

The average solution cost for a randomly generated 8-puzzle instance is about 22 steps.
The branching factor is about 3. (When the empty tile is in the middle, there are four possible
moves; when it is in a corner there are two; and when it is along an edge there are three.) This
means that an exhaustive tree search to depth 22 would look at about322 ≈ 3.1× 1010 states.
A graph search would cut this down by a factor of about 170,000, because there are only
9!/2 = 181, 440 distinct states that are reachable. (See Exercise 3.17.) This is a manageable
number, but the corresponding number for the 15-puzzle is roughly1013, so the next order
of business is to find a good heuristic function. If we want to find the shortest solutions by
using A∗, we need a heuristic function that never overestimates the number of steps to the
goal. There is a long history of such heuristics for the 15-puzzle; here are two commonly
used candidates:

• h1 = the number of misplaced tiles. For Figure 3.28, all of the eight tiles are out of
position, so the start state would haveh1 = 8. h1 is an admissible heuristic, because it
is clear that any tile that is out of place must be moved at least once.

• h2 = the sum of the distances of the tiles from their goal positions. Because tiles
cannot move along diagonals, the distance we will count is the sum of the horizontal
and vertical distances. This is sometimes called thecity block distanceor Manhattan
distance. h2 is also admissible, because all any move can do is move one tile one stepMANHATTAN

DISTANCE

closer to the goal. Tiles 1 to 8 in the start state give a Manhattan distance of

h2 = 3 + 1 + 2 + 2 + 2 + 3 + 3 + 2 = 18 .

As expected, neither of these overestimates the true solution cost, which is 26.
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Section 3.6. Heuristic Functions 105

3.6.1 The effect of heuristic accuracy on performance

One wayto characterize the quality of a heuristic is theeffective branching factor b∗. If theEFFECTIVE

BRANCHING FACTOR

total number of nodes generated by A∗ for a particular problem isN , and the solution depth
is d, thenb∗ is the branching factor that a uniform tree of depthd would have to have in order
to containN + 1 nodes. Thus,

N + 1 = 1 + b∗ + (b∗)2 + · · ·+ (b∗)d .

For example, if A∗ finds a solution at depth 5 using 52 nodes, then the effective branching
factor is 1.92. The effective branching factor can vary across problem instances, but usually
it is fairly constant for sufficiently hard problems. (The existence of an effective branching
factor follows from the result, mentioned earlier, that the number of nodes expanded by A∗

grows exponentially with solution depth.) Therefore, experimental measurements ofb∗ on a
small set of problems can provide a good guide to the heuristic’s overall usefulness. A well-
designed heuristic would have a value ofb∗ close to 1, allowing fairly large problems to be
solved.

To test the heuristic functionsh1 andh2, we generated 1200 random problems with
solution lengths from 2 to 24 (100 for each even number) and solved them with iterative
deepening search and with A∗ tree search using bothh1 andh2. Figure 3.29 gives the average
number of nodes generated by each strategy and the effective branching factor. The results
suggest thath2 is better thanh1, and is far better than using iterative deepening search. Even
for small problems withd= 12, A∗ with h2 is 50,000 times more efficient than uninformed
iterative deepening search.

Search Cost (nodes generated) Effective Branching Factor

d IDS A∗(h1) A∗(h2) IDS A∗(h1) A∗(h2)

2 10 6 6 2.45 1.79 1.79
4 112 13 12 2.87 1.48 1.45
6 680 20 18 2.73 1.34 1.30
8 6384 39 25 2.80 1.33 1.24

10 47127 93 39 2.79 1.38 1.22
12 3644035 227 73 2.78 1.42 1.24
14 – 539 113 – 1.44 1.23
16 – 1301 211 – 1.45 1.25
18 – 3056 363 – 1.46 1.26
20 – 7276 676 – 1.47 1.27
22 – 18094 1219 – 1.48 1.28
24 – 39135 1641 – 1.48 1.26

Figure 3.29 Comparison of the search costs and effective branching factors for the
ITERATIVE-DEEPENING-SEARCH and A∗ algorithms withh1, h2. Data are averaged over
100 instances of the 8-puzzle for each of various solution lengthsd.

One might ask whetherh2 is alwaysbetter thanh1. The answer is, “Essentially, yes.” It
is easy to see from the definitions of the two heuristics that, for any noden, h2(n) ≥ h1(n).
We thus say thath2 dominatesh1. Domination translates directly into efficiency: A∗ usingDOMINATION
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106 Chapter 3. Solving Problems by Searching

h2 will never expand more nodes than A∗ using h1 (except possibly for some nodes with
f(n)= C∗). The argument is simple. Recall the observation on page 98 that every node
with f(n) < C∗ will surely be expanded. This is the same as saying that every node with
h(n) < C∗ − g(n) will surely be expanded. But becauseh2 is at least as big ash1 for all
nodes, every node that is surely expanded by A∗ search withh2 will also surely be expanded
with h1, andh1 might cause other nodes to be expanded as well. Hence, it is generally better
to use a heuristic function with higher values, provided it does not overestimate and that the
computation time for the heuristic is not too large.

3.6.2 Generating admissible heuristics from relaxed problems

We have seen that bothh1 (misplaced tiles) andh2 (Manhattan distance) are fairly good
heuristics for the 8-puzzle and thath2 is better. How might one have come up withh2? Is it
possible for a computer to invent such a heuristic mechanically?

h1 andh2 are estimates of the remaining path length for the 8-puzzle, but they are also
perfectly accurate path lengths forsimplifiedversions of the puzzle. If the rules of the puzzle
were changed so that a tile could move anywhere, instead of just to the adjacent empty square,
thenh1 would give the exact number of steps in the shortest solution. Similarly, if a tile could
move one square in any direction, even onto an occupied square, thenh2 would give the exact
number of steps in the shortest solution. A problem with fewer restrictions on the actions is
called arelaxed problem. The state-space graph of the relaxed problem is asupergraphofRELAXED PROBLEM

the original state space, because the removal of restrictions creates added edges in the graph.
Because the relaxed problem adds edges to the state space, any optimal solution in the

original problem is, by definition, also a solution in the relaxed problem; but the relaxed
problem may havebettersolutions if the added edges provide short cuts. Hence,the cost of
an optimal solution to a relaxed problem is an admissible heuristicfor the original problem.
Furthermore, because the derived heuristic is an exact cost for the relaxed problem, it must
obey the triangle inequality and is thereforeconsistent(see page 96).

If a problem definition is written down in a formal language, it is possible to construct
relaxed problems automatically.9 For example, if the 8-puzzle actions are described as

A tile can move from square A to square B if
A is horizontally or vertically adjacent to Band B is blank,

we can generate three relaxed problems by removing one or both of the conditions:

(a) A tile can move from square A to square B if A is adjacent to B.
(b) A tile can move from square A to square B if B is blank.
(c) A tile can move from square A to square B.

From (a), we can deriveh2 (Manhattan distance). The reasoning is thath2 would be the
proper score if we moved each tile in turn to its destination. The heuristic derived from (b) is
discussed in Exercise 3.39. From (c), we can deriveh1 (misplaced tiles), because it would be
the proper score if tiles could move to their intended destination in one step. Notice that it is

9 In Chapters 8 and 11, we will describe formal languages suitable for this task; with formal descriptions that
can be manipulated, the construction of relaxed problems can be automated. For now, we will use English.
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Start State Goal State

1

2

3

4

6

8

5

21

3 6

7 8

54

Figure 3.30 A subproblem of the 8-puzzle instance given in Figure 3.28. The task is to
get tiles 1, 2, 3, and 4 into their correct positions, without worrying about what happens to
the other tiles.

crucial that the relaxed problems generated by this technique can be solved essentiallywithout
search, because the relaxed rules allow the problem to be decomposed into eight independent
subproblems. If the relaxed problem is hard to solve, then the values of the corresponding
heuristic will be expensive to obtain.10

A program called ABSOLVER can generate heuristics automatically from problem def-
initions, using the “relaxed problem” method and various other techniques (Prieditis, 1993).
ABSOLVER generated a new heuristic for the 8-puzzle that was better than any preexisting
heuristic and found the first useful heuristic for the famous Rubik’s cube puzzle.

One problem with generating new heuristic functions is that one often fails to get one
“clearly best” heuristic. If a collection of admissible heuristicsh1 . . . hm is available for a
problem, and none of them dominates any of the others, which should we choose? As it turns
out, we need not make a choice. We can have the best of all worlds, by defining

h(n) = max{h1(n), . . . , hm(n)} .

This composite heuristic uses whichever function is most accurate on the node in question.
Because the component heuristics are admissible,h is admissible; it is also easy to prove that
h is consistent. Furthermore,h dominates all of its component heuristics.

3.6.3 Generating admissible heuristics from subproblems: Pattern databases

Admissible heuristics can also be derived from the solution cost of asubproblem of a givenSUBPROBLEM

problem. For example, Figure 3.30 shows a subproblem of the 8-puzzle instance in Fig-
ure 3.28. The subproblem involves getting tiles 1, 2, 3, 4 into their correct positions. Clearly,
the cost of the optimal solution of this subproblem is a lower bound on the cost of the com-
plete problem. It turns out to be substantially more accurate than Manhattan distance in some
cases.

The idea behindpattern databasesis to store these exact solution costs for every pos-PATTERN DATABASES

sible subproblem instance—in our example, every possible configuration of the four tiles and
the blank. (Notice that the locations of the other four tiles are irrelevant for the purposes of

10 Note that a perfect heuristic can be obtained simply by allowingh to run a full breadth-first search “on the
sly.” Thus, there is a tradeoff between accuracy and computation time for heuristic functions.
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108 Chapter 3. Solving Problems by Searching

solving the subproblem, but moves of those tiles do count towards the cost.) Then we com-
pute an admissible heuristichDB for each complete state encountered during a search simply
by looking up the corresponding subproblem configuration in the database. The database
itself is constructed by searching backward11 from the goal state and recording the cost of
each new pattern encountered; the expense of this search is amortized over many subsequent
problem instances.

The choice of 1-2-3-4 is fairly arbitrary; we could also construct databases for 5-6-7-8,
for 2-4-6-8, and so on. Each database yields an admissible heuristic, and these heuristics can
be combined, as explained earlier, by taking the maximum value. A combined heuristic of
this kind is much more accurate than the Manhattan distance; the number of nodes generated
when solving random 15-puzzles can be reduced by a factor of 1000.

One might wonder whether the heuristics obtained from the 1-2-3-4 database and the
5-6-7-8 could beadded, since the two subproblems seem not to overlap. Would this still give
an admissible heuristic? The answer is no, because the solutions of the 1-2-3-4 subproblem
and the 5-6-7-8 subproblem for a given state will almost certainly share some moves—it is
unlikely that 1-2-3-4 can be moved into place without touching 5-6-7-8, and vice versa. But
what if we don’t count those moves? That is, we record not the total cost of solving the
1-2-3-4 subproblem, but just the number of moves involving 1-2-3-4. Then it is easy to see
that the sum of the two costs is still a lower bound on the cost of solving the entire problem.
This is the idea behinddisjoint pattern databases. Using such databases, it is possible toDISJOINT PATTERN

DATABASES

solve random 15-puzzles in a few milliseconds—the number of nodes generated is reduced
by a factor of 10,000 compared with using Manhattan distance. For 24-puzzles, a speedup of
roughly a million can be obtained.

Disjoint pattern databases work for sliding-tile puzzles because the problem can be
divided up in such a way that each move affects only one subproblem—because only one tile
is moved at a time. For a problem such as Rubik’s cube, this kind of subdivision cannot be
done because each move affects 8 or 9 of the 26 cubies. Currently, it is not clear how to define
disjoint databases for such problems.

3.6.4 Learning heuristics from experience

A heuristic functionh(n) is supposed to estimate the cost of a solution beginning from the
state at noden. How could an agent construct such a function? One solution was given in
the preceding sections—namely, to devise relaxed problems for which an optimal solution
can be found easily. Another solution is to learn from experience. “Experience” here means
solving lots of 8-puzzles, for instance. Each optimal solution to an 8-puzzle problem provides
examples from whichh(n) can be learned. Each example consists of a state from the solu-
tion path and the actual cost of the solution from that point. From these examples, a learning
algorithm can be used to construct a functionh(n) that can (with luck) predict solution costs
for other states that arise during search. Techniques for doing just this using neural nets, de-

11 By working backward from the goal, the exact solution cost of every instance encountered is immediately
available with no further computation. This is an example ofdynamic programming, which we discuss further
in Chapter 17.
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Section 3.7. Summary 109

cision trees, and other methods are demonstrated in Chapter 18. (The reinforcement learning
methods described in Chapter 21 are also applicable.)

Inductive learning methods work best when supplied withfeatures of a state that areFEATURES

relevant to predicting the state’s value, rather than with just the raw state description. For
example, the feature “number of misplaced tiles” might be helpful in predicting the actual
distance of a state from the goal. Let’s call this featurex1(n). We could take 100 randomly
generated 8-puzzle configurations and gather statistics on their actual solution costs. We
might find that whenx1(n) is 5, the average solution cost is around 14, and so on. Given
these data, the value ofx1 can be used to predicth(n). Of course, we can use several features.
A second featurex2(n) might be “number of pairs of adjacent tiles that are not adjacent in the
goal state.” How shouldx1(n) andx2(n) be combined to predicth(n)? A common approach
is to use a linear combination:

h(n) = c1x1(n) + c2x2(n) .

The constantsc1 andc2 are adjusted to give the best fit to the actual data on solution costs.
One expects bothc1 andc2 to be positive, because misplaced tiles and incorrect adjacent pairs
make the problem harder to solve. Notice that this heuristic does satisfy the condition that
h(n)= 0 for goal states, but it is not necessarily admissible or consistent.

3.7 SUMMARY

This chapter has introduced methods that an agent can use to select actions in environments
that are deterministic, observable, static, and completely known. In such cases, the agent can
construct sequences of actions that achieve its goals; this process is calledsearch.

• Before an agent can start searching for solutions, agoal must be identified and a well-
definedproblem must be formulated.

• A problem consists of five parts: theinitial state, a set ofactions, a transition model
describing the results of those actions, agoal test function, and apath cost function.
The environment of the problem is represented by astate space. A path through the
state space from the initial state to a goal state is asolution.

• Search algorithms treat states and actions asatomic: they do not consider any internal
structure they might possess.

• A general TREE-SEARCH algorithm considers all possible paths to find a solution,
while a GRAPH-SEARCH algorithm avoids consideration of redundant paths.

• Search algorithms are judged on the basis ofcompleteness, optimality , time complex-
ity , andspace complexity. Complexity depends onb, the branching factor in the state
space, andd, the depth of the shallowest solution.

• Uninformed search methods have access only to the problem definition. The basic
algorithms are as follows:

– Breadth-first search expands the shallowest nodes first; it is complete, optimal
for unit step costs, but has exponential space complexity.
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110 Chapter 3. Solving Problems by Searching

– Uniform-cost searchexpands the node with lowest path cost,g(n), and is optimal
for general step costs.

– Depth-first searchexpands the deepest unexpanded node first. It is neither com-
plete nor optimal, but has linear space complexity.Depth-limited search adds a
depth bound.

– Iterative deepening searchcalls depth-first search with increasing depth limits
until a goal is found. It is complete, optimal for unit step costs, has time complexity
comparable to breadth-first search, and has linear space complexity.

– Bidirectional searchcan enormously reduce time complexity, but it is not always
applicable and may require too much space.

• Informed search methods may have access to aheuristic functionh(n) that estimates
the cost of a solution fromn.

– The genericbest-first searchalgorithm selects a node for expansion according to
anevaluation function.

– Greedy best-first searchexpands nodes with minimalh(n). It is not optimal, but
is often efficient.

– A∗ searchexpands nodes with minimalf(n) = g(n) + h(n). A∗ is complete and
optimal, provided thath(n) is admissible (for TREE-SEARCH) or consistent (for
GRAPH-SEARCH). The space complexity of A∗ is still prohibitive.

– RBFS (recursive best-first search) andSMA∗ (simplified memory-bounded A∗)
are robust, optimal search algorithms that use limited amounts of memory; given
enough time, they can solve problems that A∗ cannot solve because it runs out of
memory.

• The performance of heuristic search algorithms depends on the quality of the heuristic
function. Good heuristics can sometimes be constructed by relaxing the problem defi-
nition, by storing precomputed solution costs for subproblems in a pattern database, or
by learning from experience with the problem class.

BIBLIOGRAPHICAL AND HISTORICAL NOTES

The topic of state-space search originated in more or less its current form in the early years of
AI. Newell and Simon’s work on the Logic Theorist (1957) and GPS (1961) led to the estab-
lishment of search algorithms as the primary weapons in the armory of 1960s AI researchers
and to the establishment of problem solving as the canonical AI task. Work in operations
research by Richard Bellman (1957) showed the importance of additive path costs in sim-
plifying optimization algorithms. The text onAutomated Problem Solvingby Nils Nilsson
(1971) established the area on a solid theoretical footing.

Most of the state-space search problems analyzed in this chapter have a long history
in the literature and are less trivial than they might seem. The missionaries and cannibals
problem used in Exercise 3.22 was analyzed in detail by Amarel (1968). It had been consid-
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Section 3.7. Summary 111

ered earlier in AI by Simon and Newell (1961), and in operations research by Bellman and
Dreyfus (1962).

The 8-puzzle is a smaller cousin of the 15-puzzle, whose history is recounted at length
by Slocum and Sonneveld (2006). For most of the 20th century, it was widely believed to
have been invented by the famous American game designer Sam Loyd, based on his claims
to that effect from 1891 onwards (Loyd, 1959). It turns out to have been invented by Noyes
Chapman, a postmaster in Canastota, New York, in the mid-1870s, and achieved immense
popularity in the United States and Europe. (Chapman was unable to patent his invention,
as a generic patent covering sliding blocks with letters, numbers, or pictures was granted to
Ernest Kinsey in 1878.) It also quickly attracted the attention of mathematicians (Johnson
and Story, 1879; Tait, 1880). The editors of theAmerican Journal of Mathematicsstated,
“The ‘15’ puzzle for the last few weeks has been prominently before the American public,
and may safely be said to have engaged the attention of nine out of ten persons of both
sexes and all ages and conditions of the community. But this would not have weighed with
the editors to induce them to insert articles upon such a subject in theAmerican Journal of
Mathematics, but for the fact that. . .” (there follows a summary of the mathematical interest
of the 15-puzzle). An exhaustive analysis of the 8-puzzle was carried out with computer aid
by Schofield (1967). Ratner and Warmuth (1986) showed that the generaln × n version of
the 15-puzzle belongs to the class of NP-complete problems.

The 8-queens problem was first published anonymously in the German chess maga-
zine Schachin 1848; it was later attributed to one Max Bezzel. It was republished in 1850
and at that time drew the attention of the eminent mathematician Carl Friedrich Gauss, who
attempted to enumerate all possible solutions, but found only 72. Nauck published all 92
solutions later in 1850. Netto (1901) generalized the problem ton queens, and Abramson
and Yung (1989) found anO(n) algorithm.

Each of the real-world search problems listed in the chapter has been the subject of
a good deal of research effort. Methods for selecting optimal airline flights remain propri-
etary for the most part, but Carl de Marcken (personal communication) has shown that airline
ticket pricing and restrictions have become so convoluted that the problem of selecting an
optimal flight is formallyundecidable. The traveling-salesperson problem is a standard com-
binatorial problem in theoretical computer science (Lawler, 1985; Lawleret al., 1992). Karp
(1972) proved the TSP to be NP-hard, but effective heuristic approximation methods were de-
veloped (Lin and Kernighan, 1973). Arora (1998) devised a fully polynomial approximation
scheme for Euclidean TSPs. VLSI layout methods are surveyed by Shahookar and Mazumder
(1991), and many layout optimization papers appear in VLSI journals. Robotic navigation
and assembly problems are discussed in Chapter 25.

Uninformed search algorithms for problem solving are a central topic of classical com-
puter science (Horowitz and Sahni, 1978) and operations research (Dreyfus, 1969). Breadth-
first search was formulated for solving mazes by Moore (1959). The method ofdynamic
programming (Bellman, 1957; Bellman and Dreyfus, 1962), which systematically records
solutions for all subproblems of increasing lengths, can be seen as a form of breadth-first
search on graphs. The two-point shortest-path algorithm of Dijkstra (1959) is the origin
of uniform-cost search. These works also introduced the idea of explored and frontier sets
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112 Chapter 3. Solving Problems by Searching

(closed and open lists).
A version of iterative deepening designed to make efficient use of the chess clock was

first used by Slate and Atkin (1977) in the CHESS4.5 game-playing program, but the appli-
cation to shortest-path graph search is due to Korf (1985a). Bidirectional search, which was
introduced by Pohl (1969, 1971), can also be very effective in some cases.

The use of heuristic information in problem solving appears in an early paper by Simon
and Newell (1958), but the phrase “heuristic search” and the use of heuristic functions that
estimate the distance to the goal came somewhat later (Newell and Ernst, 1965; Lin, 1965).
Doran and Michie (1966) conducted extensive experimental studies of heuristic search as
applied to a number of problems, especially the 8-puzzle and the 15-puzzle. Although Doran
and Michie carried out theoretical analyses of path length and “penetrance” (the ratio of path
length to the total number of nodes examined so far) in heuristic search, they appear to have
ignored the information provided by the path costg(n). The A∗ algorithm, incorporating the
current path cost into heuristic search, was developed by Hart, Nilsson, and Raphael (1968),
with some later corrections (Hartet al., 1972). Dechter and Pearl (1985) demonstrated the
optimal efficiency of A∗.

The original A∗ paper introduced the consistency condition on heuristic functions. The
monotone condition was introduced by Pohl (1977) as a simpler replacement, but Pearl (1984)
showed that the two were equivalent.

Pohl (1970, 1977) pioneered the study of the relationship between the error in heuristic
functions and the time complexity of A∗. Basic results were obtained for tree search with
unit step costs and a single goal node (Pohl, 1977; Gaschnig, 1979; Huynet al., 1980; Pearl,
1984) and with multiple goal nodes (Dinhet al., 2007). The “effective branching factor”
was proposed by Nilsson (1971) as an empirical measure of the efficiency; it is equivalent
to assuming a time cost ofO((b∗)d). For tree search applied to a graph, Korfet al. (2001)
argue that the time cost is better modelled asO(bd−k) wherek depends on the heuristic
accuracy; this analysis has elicited some controversy, however. For graph search, Helmert and
Röger (2008) noted that several well-known problems contained exponentially many nodes
on optimal solution paths, implying exponential time complexity for A∗ even with constant
absolute error inh.

There are many variations on the A∗ algorithm. Pohl (1973) proposed the use ofdynamic
weighting, which uses a weighted sumfw(n)= wgg(n) + whh(n) of the current path length
and the heuristic function as an evaluation function, rather than the simple sumf(n)= g(n)+
h(n) used in A∗. The weightswg andwh are adjusted dynamically as the search progresses.
Pohl’s algorithm can be shown to beǫ-admissible—that is, guaranteed to find solutions within
a factor1 + ǫ of the optimal solution—whereǫ is a parameter supplied to the algorithm. The
same property is exhibited by the A∗ǫ algorithm (Pearl, 1984), which can select any node from
the frontier provided itsf -cost is within a factor1+ ǫ of the lowest-f -cost frontier node. The
selection can be done so as to minimize search cost.

Bidirectional versions of A∗ have been investigated (de Champeaux and Sint, 1977; de
Champeaux, 1983), but their algorithmic intricacy has not been compensated for by signifi-
cant performance improvements over A∗. A more promising approach seems to be to run a
breadth-first search backward from the goal up to a fixed depth, followed by a forward IDA*
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search (Dillenburg and Nelson, 1994; Manzini, 1995).
A∗ and other state-space search algorithms are closely related to thebranch-and-bound

techniques that are widely used in operations research (Lawler and Wood, 1966). The
relationships between state-space search and branch-and-bound have been investigated in
depth (Kumar and Kanal, 1983; Nauet al., 1984; Kumaret al., 1988). Martelli and Monta-
nari (1978) demonstrate a connection between dynamic programming (see Chapter 17) and
certain types of state-space search. Kumar and Kanal (1988) attempt a “grand unification” of
heuristic search, dynamic programming, and branch-and-bound techniques under the name
of CDP—the “composite decision process.”

Because computers in the late 1950s and early 1960s had at most a few thousand words
of main memory, memory-bounded heuristic search was an early research topic. The Graph
Traverser (Doran and Michie, 1966), one of the earliest search programs, commits to an
operator after searching best first up to the memory limit. IDA∗ (Korf, 1985a, 1985b) was the
first widely used optimal, memory-bounded, heuristic search algorithm, and a large number
of variants have been developed. An analysis of the efficiency of IDA∗ and of its difficulties
with real-valued heuristics appears in Patricket al. (1992).

RBFS (Korf, 1991, 1993) is actually somewhat more complicated than the algorithm
shown in Figure 3.26, which is closer to an independently developed algorithm calleditera-
tive expansion, or IE (Russell, 1992). RBFS uses a lower bound as well as the upper bound;ITERATIVE

EXPANSION

the two algorithms behave identically with admissible heuristics, but RBFS expands nodes
in best-first order even with an inadmissible heuristic. The idea of keeping track of the best
alternative path appeared earlier in Bratko’s (1986) elegant Prolog implementation of A∗ and
in the DTA∗ algorithm (Russell and Wefald, 1991). The latter work also discusses metalevel
state spaces and metalevel learning.

The MA∗ algorithm appeared in Chakrabartiet al. (1989). SMA∗, or Simplified MA∗,
emerged from an attempt to implement MA∗ as a comparison algorithm for IE (Russell, 1992).
Kaindl and Khorsand (1994) have applied SMA∗ to produce a bidirectional search algorithm
that is substantially faster than previous algorithms. Korf and Zhang (2000) describe a divide-
and-conquer approach, and Zhou and Hansen (2002) introduce memory-bounded A∗ graph
search. Korf (1995) surveys memory-bounded search techniques.

The idea that admissible heuristics can be derived by problem relaxation appears in the
seminal paper by Held and Karp (1970), who used the minimum-spanning-tree heuristic to
solve the TSP. (See Exercise 3.38.)

The automation of the relaxation process was implemented successfully by Priedi-
tis (1993), building on earlier work with Mostow (Mostow and Prieditis, 1989). The use
of pattern databases to derive admissible heuristics is due to Gasser (1995) and Culberson
and Schaeffer (1998); disjoint pattern databases are described by Korf and Felner (2002).
The probabilistic interpretation of heuristics was investigated in depth by Pearl (1984) and
Hansson and Mayer (1989).

By far the most comprehensive source on heuristics and heuristic search algorithms is
Pearl’s (1984)Heuristicstext. This book provides especially good coverage of the wide va-
riety of offshoots and variations of A∗, including rigorous proofs of their formal properties.
The textbooks by Nilsson (1971, 1980) are good general sources of information about clas-
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114 Chapter 3. Solving Problems by Searching

sical search algorithms. Kanal and Kumar (1988) present an anthology of important articles
on heuristic search. Papers about new search algorithms—which, remarkably, continue to be
discovered—appear in journals such asArtificial IntelligenceandJournal of the ACM.

The topic ofparallel searchalgorithms was not covered in the chapter, partly becausePARALLEL SEARCH

it requires a lengthy discussion of parallel computer architectures. Parallel search became a
popular topic in the 1990s in both AI and theoretical computer science (Mahanti and Daniels,
1993; Grama and Kumar, 1995; Crauseret al., 1998) and is making a comeback in the era
of new multicore and cluster architectures (Ralphset al., 2004; Korf and Schultze, 2005).
Also of increasing importance are search algorithms for very large graphs that require disk
storage (Korf, 2008).

EXERCISES

3.1 Define in your own words the following terms: state, state space, search tree, search
node, goal, action, transition model, and branching factor.

3.2 Explain why problem formulation must follow goal formulation.

3.3 Which of the following are true and which are false? Give a brief explanation for each
answer.

a. Depth-first search always expands at least as many nodes as A∗ search with an admissi-
ble heuristic.

b. h(n) = 0 is an admissible heuristic for the 8-puzzle.
c. A∗ search cannot be used in robotics because percepts, states, and actions are continu-

ous.
d. Breadth-first search is complete even if zero step-costs are allowed.
e. Assume that a rook can move on a chessboard any number of squares in a straight line,

vertically or horizontally, but cannot jump over other pieces. Manhattan distance is an
admissible heuristic for the problem of moving the rook from square A to square B in
the smallest number of moves.

3.4 Give a complete problem formulation for each of the following problems. Choose a
formulation that is precise enough to be implemented.

a. There are six glass boxes in a row, each with a lock. Each of the first five boxes holds a
key unlocking the next box in line, the last holds a banana. You have the key to the first
box, and you want the banana.

b. You start with the sequence ABABAECCEC, or in general any sequence made from A,
B, C, and E. You can transform this sequence using the following equalities: AC = E,
AB = BC, BB = E, and Ex = x for any x. For example, ABBC can be transformed into
AEC, and then AC, and then E. Your goal is to produce the sequence E.

c. There is an n by n grid of squares, each square initially being either unpainted floor or
a bottomless pit. You start standing on an unpainted floor square, and can either paint
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the square under you, or move onto an adjacent unpainted floor square. You want the
whole floor painted.

d. A container ship is in port, loaded high with containers. There 13 rows of containers,
each 13 containers wide and 5 containers tall. You control a crane that can move to any
location above the ship, pick up the container under it, and move it onto the dock. You
want the ship unloaded.

3.5 Your goal is to navigate a robot out of a maze. The robot starts in the center of the maze
facing north. You can turn the robot to face north, east, south, or west. You can direct the
robot to move forward a certain distance, although it will stop before hitting a wall.

a. Formulate this problem. How large is the state space?

b. In navigating a maze, the only place we need to turn is at the intersection of two or
more corridors. Reformulate this problem using this observation. How large is the state
space now?

c. From each point in the maze, we can move in any of the four directions until we reach a
turning point, and this is the only action we need to do. Reformulate the problem using
these actions. Do we need to keep track of the robot’s orientation now?

d. In our initial description of the problem we already abstracted from the real world,
restricting actions and removing irrelevant details. List three such simplifications we
made.

3.6 What’s the difference between a world state, a state description, and a search node?
Why is this distinction useful?

3.7 You have a9× 9 grid of squares, each of which can be colored red or blue. The grid
is initially colored all blue, but you can change the color of any square any number of times.
Imagining the grid divided into nine3× 3 sub-squares, you want each sub-square to be all
one color, but neighboring sub-squares to be different colors.

a. Formulate this problem in the straightforward way. Compute the size of the state space.

b. You need color a square only once. Reformulate, and compute the size of the state
space. Would breadth-first graph search perform faster on this problem than on the one
in (a)? How about iterative-deepening tree search?

c. Given the goal, we need consider only colorings where each sub-square is uniformly
colored. Reformulate the problem and compute the size of the state space.

d. How many solutions does this problem have?

e. Parts (b) and (c) successively abstracted the original problem (a). Can you give a trans-
lation from solutions in problem (c) into solutions in problem (b), and from solutions in
problem (b) into solutions for problem (a)?

3.8 An action such asGo(Sibiu)really consists of a long sequence of finer-grained actions:
turn on the car, release the brake, accelerate forward, etc. Having composite actions of this
kind reduces the number of steps in a solution sequence, thereby reducing the search time.
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116 Chapter 3. Solving Problems by Searching

Suppose we take this to the logical extreme, by making super-composite actions out of every
possible sequence ofGo actions. Then every problem instance is solved by a single super-
composite action, such asGo(Sibiu)Go(Rimnicu Vilcea)Go(Pitesti)Go(Bucharest). Explain
how search would work in this formulation. Is this a practical approach for speeding up
problem solving?

3.9 Consider a state space where the start state is number 1 and each statek has two suc-
cessors, numbers2k and2k + 1.

a. Draw the portion of the state space for states 1 to 15.

b. Suppose the goal state is 11. List the order in which nodes will be visited for breadth-
first search, depth-limited search with limit 3, and iterative deepening search.

c. How well would bidirectional search work on this problem? What is the branching
factor in each direction of the bidirectional search?

d. Does the answer to (c) suggest a reformulation of the problem that would allow you to
solve the problem of getting from state 1 to a given goal state with almost no search?

e. Call the action going fromk to 2k Left, and the action going to2k + 1 Right. Can you
find an algorithm to output the solution to this problem without any search at all?

3.10 Accurate heuristics don’t necessarily reduce search time, in the worst case. Given any
depthd, define a search problem with a goal node at depthd, and a heuristic function such
that |h(n)− h∗(n)| ≤ O(log h∗(n)) but A∗ expands all nodes of depth less thand.

3.11 Theheuristic path algorithm (Pohl, 1977) is a best-first search in which the evalu-HEURISTIC PATH

ALGORITHM

ation function isf(n) = (2 − w)g(n) + wh(n). For what values ofw is this complete?
For what values is it optimal, assuming thath is admissible? What kind of search does this
perform forw = 0, w = 1, andw = 2?

3.12 Consider the unbounded version of the regular 2D grid shown in Figure 3.9. The start
state is at the origin, (0,0), and the goal state is at(x, y).

a. What is the branching factorb in this state space?

b. How many distinct states are there at depthk (for k > 0)?

c. What is the maximum number of nodes expanded by breadth-first search tree search?

d. What is the maximum number of nodes expanded by breadth-first search graph search?

e. Is h = |u− x|+ |v − y| an admissible heuristic for a state at(u, v)? Explain.

f. How many nodes are expanded by A∗ graph search usingh?

g. Doesh remain admissible if some links are removed?

h. Doesh remain admissible if some links are added between nonadjacent states?

3.13 n vehicles occupy squares(1, 1) through(n, 1) (i.e., the bottom row) of ann×n grid.
The vehicles must be moved to the top row but in reverse order; so the vehiclei that starts in
(i, 1) must end up in(n− i + 1, n). On each time step, every one of then vehicles can move
one square up, down, left, or right, or stay put; but if a vehicle stays put, one other adjacent
vehicle (but not more than one) can hop over it. Two vehicles cannot occupy the same square.
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x 12

x 16

x 2 x 2

Figure 3.31 The track pieces in a wooden railway set; each is labeled with the number of
copies in the set. Note that curved pieces and “fork” pieces (“switches” or “points”) can be
flipped over, so they can curve in either direction. Each curve subtends 45 degrees.

a. Calculate the size of the state space as a function ofn.

b. Calculate the branching factor as a function ofn.

c. Suppose that vehiclei is at (xi, yi); write a nontrivial admissible heuristichi for the
number of moves it will require to get to its goal location(n− i+1, n), assuming there
are no other vehicles on the grid.

d. Which of the following heuristics are admissible for the problem of moving alln vehi-
cles to their destinations? Explain.

(i)
∑n

i =1 hi.

(ii) max{h1, . . . , hn}.
(iii) min{h1, . . . , hn}.

3.14 A basic wooden railway set contains the pieces shown in Figure 3.31. The task is to
connect these pieces into a railway that has no loose ends where a train could run off onto the
floor and no overlapping tracks.

a. Suppose that the pieces fit togetherexactlywith no slack. Give a precise formulation of
the task as a search problem.

b. Identify a suitable uninformed search algorithm for this task and explain your choice.

c. Explain briefly why removing any one of the “fork” pieces makes the problem unsolv-
able.

d. Give an upper bound on the total size of the state space defined by your formulation.
(Hint: think about the maximum branching factor for the construction process and the
maximum depth, ignoring the problem of overlapping pieces and loose ends. Begin by
pretending that every piece is unique.)

3.15 Consider the problem of movingk knights fromk starting squaress1, . . . , sk to k goal
squaresg1, . . . , gk, on an unbounded chessboard, subject to the rule that no two knights can
land on the same square at the same time. Each action consists of movingup to k knights
simultaneously. We would like to complete the maneuver in the smallest number of actions.

a. What is the maximum branching factor in this state space, expressed as a function ofk?

AIMA3e c© 2008 by Russell and Norvig. DRAFT---DO NOT DISTRIBUTE

Chapters 3 and 4 from Russell/Norvig, Artificial Intelligence, 3e, ISBN: 0136042597 ©2010

DRAFT - For preview purposes only. Content is subject to change before final publication. 
©2010 Pearson Education, Inc. Upper Saddle River, NJ 07458. All Rights Reserved.



118 Chapter 3. Solving Problems by Searching

b. Supposehi is an admissible heuristic for the problem of moving knighti to goalgi by
itself. Which of the following heuristics are admissible for thek-knight problem? Of
those, which is the best?

(i) min{h1, . . . , hk}.
(ii) max{h1, . . . , hk}.

(iii)
∑k

i =1 hi.

3.16 Suppose there are two friends living in different cities on a map, such as the Romania
map shown in Figure 3.2. On every turn, we can move each friend simultaneously to a
neighboring city on the map. The amount of time needed to move from cityi to neighborj
is equal to the road distanced(i, j) between the cities, but on each turn the friend that arrives
first must wait until the other one arrives (and calls the first on his/her cell phone) before the
next turn can begin. We want the two friends to meet as quickly as possible.

a. Write a detailed formulation for this search problem. (You will find it helpful to define
some formal notation here.)

b. Let D(i, j) be the straight-line distance between any two citiesi andj. Which, if any,
of the following heuristic functions are admissible? (i)D(i, j); (ii) 2 · D(i, j); (iii)
D(i, j)/2.

c. Are there completely connected maps for which no solution exists?
d. Are there maps in which all solutions require one friend to visit the same city twice?

3.17 Show that the 8-puzzle states are divided into two disjoint sets, such that any state is
reachable from any other state in the same set, while no state is reachable from any state in the
other set. (Hint: See Berlekampet al. (1982).) Devise a procedure that will tell you which
set a given state is in, and explain why this is a good thing to have for generating random
states.

3.18 Consider then-queens problem using the “efficient” incremental formulation given on
page 74. Explain why the state space size is at least3

√
n! and estimate the largestn for which

exhaustive exploration is feasible. (Hint: Derive a lower bound on the branching factor by
considering the maximum number of squares that a queen can attack in any column.)

3.19 Does a finite state space always lead to a finite search tree? How about a finite state
space that is a tree? Can you be more precise about what types of state spaces always lead to
finite search trees? (Adapted from Bender, 1996.)

3.20 Prove that GRAPH-SEARCH satisfies the graph separation property illustrated in Fig-
ure 3.9. (Hint: Begin by showing that the property holds at the start, then show that if it holds
before an iteration of the algorithm, it holds afterwards.) Describe a search algorithm that
violates the property.

3.21 Give a complete problem formulation for each of the following. Choose a formulation
that is precise enough to be implemented.

a. You have to color a planar map using only four colors, in such a way that no two
adjacent regions have the same color.

AIMA3e c© 2008 by Russell and Norvig. DRAFT---DO NOT DISTRIBUTE

Chapters 3 and 4 from Russell/Norvig, Artificial Intelligence, 3e, ISBN: 0136042597 ©2010

DRAFT - For preview purposes only. Content is subject to change before final publication. 
©2010 Pearson Education, Inc. Upper Saddle River, NJ 07458. All Rights Reserved.



Section 3.7. Summary 119

b. A 3-foot-tall monkey is in a room where some bananas are suspended from the 8-foot
ceiling. He would like to get the bananas. The room contains two stackable, movable,
climbable 3-foot-high crates.

c. You have a program that outputs the message “illegal input record” when fed a certain
file of input records. You know that processing of each record is independent of the
other records. You want to discover what record is illegal.

d. You have three jugs, measuring 12 gallons, 8 gallons, and 3 gallons, and a water faucet.
You can fill the jugs up or empty them out from one to another or onto the ground. You
need to measure out exactly one gallon.

3.22 Themissionaries and cannibalsproblem is usually stated as follows. Three mission-
aries and three cannibals are on one side of a river, along with a boatthat can hold one or two
people. Find a way to get everyone to the other side, without ever leaving a group of mis-
sionaries in one place outnumbered by the cannibals in that place. This problem is famous in
AI because it was the subject of the first paper that approached problem formulation from an
analytical viewpoint (Amarel, 1968).

a. Formulate the problem precisely, making only those distinctions necessary to ensure a
valid solution. Draw a diagram of the complete state space.

b. Implement and solve the problem optimally using an appropriate search algorithm. Is it
a good idea to check for repeated states?

c. Why do you think people have a hard time solving this puzzle, given that the state space
is so simple?

3.23 Implement two versions of the RESULT(s,a) function for the 8-puzzle: one that copies
and edits the data structure for the parent nodes and onethat modifies the parent state di-
rectly (undoing the modifications as needed). Write versions of iterative deepening depth-first
search that use these functions and compare their performance.

3.24 On page 90, we mentionediterative lengthening search, an iterative analog of uni-
form cost search. The idea is to use increasing limits on path cost. If a node is generated
whose path cost exceeds the current limit, it is immediately discarded. For each new itera-
tion, the limit is set to the lowest path cost of any node discarded in the previous iteration.

a. Show that this algorithm is optimal for general path costs.

b. Consider a uniform tree with branching factorb, solution depthd, and unit step costs.
How many iterations will iterative lengthening require?

c. Now consider step costs drawn from the continuous range[ǫ, 1] where0 < ǫ < 1. How
many iterations are required in the worst case?

d. Implement the algorithm and apply it to instances of the 8-puzzle and traveling sales-
person problems. Compare the algorithm’s performance to that of uniform-cost search,
and comment on your results.

3.25 Describe a state space in which iterative deepening search performs much worse than
depth-first search (for example,O(n2) vs. O(n)).
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120 Chapter 3. Solving Problems by Searching

3.26 Write a program that will take as input two Web page URLs and find a path of links
from one to the other. What is an appropriate search strategy? Is bidirectional search a good
idea? Could a search engine be used to implement a predecessor function?

3.27 Consider the problem of finding the shortest path between two points on a plane that
has convex polygonal obstacles as shown in Figure 3.32. This is an idealization of the problem
that a robot has to solve to navigate in a crowded environment.

a. Suppose the state space consists of all positions(x, y) in the plane. How many states
are there? How many paths are there to the goal?

b. Explain briefly why the shortest path from one polygon vertex to any other in the scene
must consist of straight-line segments joining some of the vertices of the polygons.
Define a good state space now. How large is this state space?

c. Define the necessary functions to implement the search problem, including an ACTIONS

function that takes a vertex as input and returns a set of vectors, each of which maps the
current vertex to one of the vertices that can be reached in a straight line. (Do not forget
the neighbors on the same polygon.) Use the straight-line distance for the heuristic
function.

d. Apply one or more of the algorithms in this chapter to solve a range of problems in the
domain, and comment on their performance.

S

G

Figure 3.32 A scenewith polygonal obstacles.S andG are the start and goal states.

3.28 Compare the performance of A∗ and RBFS on a set of randomly generated problems
in the 8-puzzle (with Manhattan distance) and TSP (with MST—see Exercise 3.38) domains.
Discuss your results. What happens to the performance of RBFS when a small random num-
ber is added to the heuristic values in the 8-puzzle domain?

3.29 On page 69, we said that we would not consider problems with negative path costs. In
this exercise, we explore this in more depth.
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a. Suppose that actions can have arbitrarily large negative costs; explain why this possi-
bility would force any optimal algorithm to explore the entire state space.

b. Does it help if we insist that step costs must be greater than or equal to some negative
constantc? Consider both trees and graphs.

c. Suppose that there is a set of actions that form a loop in the state space, so that executing
the set in some order results in no net change to the state. If all of these actions have
negative cost, what does this imply about the optimal behavior for an agent in such an
environment?

d. One can easily imagine actions with high negative cost, even in domains such as route
finding. For example, some stretches of road might have such beautiful scenery as to
far outweigh the normal costs in terms of time and fuel. Explain, in precise terms,
within the context of state-space search, why humans do not drive around scenic loops
indefinitely, and explain how to define the state space and actions for route finding so
that artificial agents can also avoid looping.

e. Can you think of a real domain in which step costs are such as to cause looping?

3.30 Consider the vacuum-world problem defined in Figure 2.2.

a. Which of the algorithms defined in this chapter would be appropriate for this problem?
Should the algorithm use tree search or graph search?

b. Apply your chosen algorithm to compute an optimal sequence of actions for a3× 3
world whose initial state has dirt in the three top squares and the agent in the center.

c. Construct a search agent for the vacuum world, and evaluate its performance in a set of
3× 3 worlds with probability 0.2 of dirt in each square. Include the search cost as well
as path cost in the performance measure, using a reasonable exchange rate.

d. Compare your best search agent with a simple randomized reflex agent that sucks if
there is dirt and otherwise moves randomly.

e. Consider what would happen if the world were enlarged ton × n. How does the per-
formance of the search agent and of the reflex agent vary withn?

3.31 Trace the operation of A∗ search applied to the problem of getting to Bucharest from
Lugoj using the straight-line distance heuristic. That is, show the sequence of nodes that the
algorithm will consider and thef , g, andh score for each node.

3.32 Sometimes there is no good evaluation function for a problem, but there is a good
comparison method: a way to tell whether one node is better than another, without assigning
numerical values to either. Show that this is enough to do a best-first search. Is there an
analog of A∗ for this setting?

3.33 Prove each of the following statements:

a. Breadth-first search is a special case of uniform-cost search.

b. Breadth-first search, depth-first search, and uniform-cost search are special cases of
best-first search.

c. Uniform-cost search is a special case of A∗ search.
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122 Chapter 3. Solving Problems by Searching

3.34 Devise a state space in which A∗ usingGRAPH-SEARCH returns a suboptimal solution
with anh(n) function that is admissible but inconsistent.

3.35 We saw on page 94 that the straight-line distance heuristic leads greedy best-first
search astray on the problem of going from Iasi to Fagaras. However, the heuristic is per-
fect on the opposite problem: going from Fagaras to Iasi. Are there problems for which the
heuristic is misleading in both directions?

3.36 Invent a heuristic function for the 8-puzzle that sometimes overestimates, and show
how it can lead to a suboptimal solution on a particular problem. (You can use a computer to
help if you want.) Prove that, ifh never overestimates by more thanc, A∗ usingh returns a
solution whose cost exceeds that of the optimal solution by no more thanc.

3.37 Prove that if a heuristic is consistent, it must be admissible. Construct an admissible
heuristic that is not consistent.

3.38 The traveling salesperson problem (TSP) can be solved via the minimum-spanning-
tree (MST) heuristic, which is used to estimate the cost of completing a tour, given that a
partial tour has already been constructed. The MST cost of a set of cities is the smallest sum
of the link costs of any tree that connects all the cities.

a. Show how this heuristic can be derived from a relaxed version of the TSP.

b. Show that the MST heuristic dominates straight-line distance.

c. Write a problem generator for instances of the TSP where cities are represented by
random points in the unit square.

d. Find an efficient algorithm in the literature for constructing the MST, and use it with A∗

graph search to solve instances of the TSP.

3.39 On page 106, we defined the relaxation of the 8-puzzle in which a tile can move from
square A to square B if B is blank. The exact solution of this problem definesGaschnig’s
heuristic (Gaschnig, 1979). Explain why Gaschnig’s heuristic is at least as accurate ash1

(misplaced tiles), and show cases where it is more accurate than bothh1 andh2 (Manhattan
distance). Can you suggest a way to calculate Gaschnig’s heuristic efficiently?

3.40 We gave two simple heuristics for the 8-puzzle: Manhattan distance and misplaced
tiles. Several heuristics in the literature purport to improve on this—see, for example, Nils-
son (1971), Mostow and Prieditis (1989), and Hanssonet al. (1992). Test these claims by
implementing the heuristics and comparing the performance of the resulting algorithms.
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4 BEYOND CLASSICAL
SEARCH

In which we relax the simplifying assumptions of the previous chapter, thereby
getting closer to the real world.

Chapter 3 addressed a single category of problems: observable, deterministic, known
environments where the solution is a sequence of actions. In this chapter, we look at what
happens when these assumptions are relaxed. We begin with a fairly simple case: Sections 4.1
and 4.2 cover algorithms that perform purelylocal searchin the state space, evaluating and
modifying one or more current states rather than systematically exploring paths from an initial
state. These algorithms are suitable for problems in which the path cost is irrelevant and all
that matters is the solution state itself. The family of local search algorithms includes meth-
ods inspired by statistical physics (simulated annealing) and evolutionary biology (genetic
algorithms).

Then, in Sections 4.3–4.4, we examine what happens when we relax the assumptions
of determinism and observability. The key idea is that if an agent cannot predict exactly what
percept it will receive, then it will need to consider what to do under eachcontingencythat
its percepts may reveal. With partial observability, the agent will also need to keep track of
the states it might be in.

Finally, Section 4.5 investigatesonline search, in which the agent is faced with a state
space that is initially unknown and must be explored.

4.1 LOCAL SEARCH ALGORITHMS AND OPTIMIZATION PROBLEMS

The search algorithms that we have seen so far are designed to explore search spaces sys-
tematically. This systematicity is achieved by keeping one or more paths in memory and by
recording which alternatives have been explored at each point along the path and which have
not. When a goal is found, thepath to that goal also constitutes asolutionto the problem.

In many problems, however, the path to the goal is irrelevant. For example, in the
8-queens problem (see page 73), what matters is the final configuration of queens, not the
order in which they are added. The same general property holds for many important applica-
tions such as integrated-circuit design, factory-floor layout, job-shop scheduling, automatic
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124 Chapter 4. Beyond Classical Search

programming, telecommunications network optimization, vehiclerouting, and portfolio man-
agement.

If the path to the goal does not matter, we might consider a different class of algo-
rithms, ones that do not worry about paths at all.Local search algorithms operate usingLOCAL SEARCH

a singlecurrent node (rather than multiple paths) and generally move only to neighborsCURRENT NODE

of that node. Typically, the paths followed by the search are not retained. Although local
search algorithms are not systematic, they have two key advantages: (1) they use very little
memory—usually a constant amount; and (2) they can often find reasonable solutions in large
or infinite (continuous) state spaces for which systematic algorithms are unsuitable.

In addition to finding goals, local search algorithms are useful for solving pureop-
timization problems, in which the aim is to find the best state according to anobjectiveOPTIMIZATION

PROBLEMS

function. Many optimization problems do not fit the “standard” search model introduced inOBJECTIVE

FUNCTION

Chapter 3. For example, nature provides an objective function—reproductive fitness—that
Darwinian evolution could be seen as attempting to optimize, but there is no “goal test” and
no “path cost” for this problem.

To understand local search, we will find it very useful to consider thestate-space land-
scape(as in Figure 4.1). A landscape has both “location” (defined by the state) and “eleva-STATESPACE

LANDSCAPE

tion” (defined by the value of the heuristic cost function or objective function). If elevation
corresponds to cost, then the aim is to find the lowest valley—aglobal minimum; if eleva-GLOBAL MINIMUM

tion corresponds to an objective function, then the aim is to find the highest peak—aglobal
maximum. (You can convert from one to the other just by inserting a minus sign.) LocalGLOBAL MAXIMUM

search algorithms explore this landscape. Acomplete local search algorithm always finds a
goal if one exists; anoptimal algorithm always finds a global minimum/maximum.

current
state

objective function

state space

global maximum

local maximum

“flat” local maximum

shoulder

Figure 4.1 A one-dimensional state-space landscape in which elevation corresponds to the
objective function. The aim is to find the global maximum. Hill-climbing search modifies
the current state to try to improve it, as shown by the arrow. The various topographic features
are defined in the text.
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Section 4.1. Local Search Algorithms and Optimization Problems 125

function HILL -CLIM BING(problem) returns a state that is a local maximum

current←MAKE-NODE(problem .INITIAL -STATE)
loop do

neighbor← a highest-valued successor ofcurrent

if neighbor.VALUE ≤ current.VALUE then return current .STATE

current←neighbor

Figure 4.2 The hill-climbing search algorithm, which is the most basic local search tech-
nique. At each step the current node is replaced by the best neighbor; in this version, that
means the neighbor with the highest VALUE, but if a heuristic cost estimateh is used, we
would find the neighbor with the lowesth.

4.1.1 Hill-climbing search

The hill -climbing search algorithm (steepest ascentversion) is shown in Figure 4.2. It isHILLCLIMBING

STEEPEST ASCENT simply a loop that continually moves in the direction of increasing value—that is, uphill. It
terminates when it reaches a “peak” where no neighbor has a higher value. The algorithm
does not maintain a search tree, so the data structure for the current node need only record
the state and the value of the objective function. Hill climbing does not look ahead beyond
the immediate neighbors of the current state. This resembles trying to find the top of Mount
Everest in a thick fog while suffering from amnesia.

To illustrate hill climbing, we will use the8-queens problemintroduced on page 73.
local search algorithms typically use acomplete-state formulation, where each state has
8 queens on the board, one per column. The successors of a state are all possible states
generated by moving a single queen to another square in the same column (so each state has
8× 7= 56 successors). The heuristic cost functionh is the number of pairs of queens that
are attacking each other, either directly or indirectly. The global minimum of this function
is zero, which occurs only at perfect solutions. Figure 4.3(a) shows a state withh= 17. The
figure also shows the values of all its successors, with the best successors havingh= 12. Hill-
climbing algorithms typically choose randomly among the set of best successors, if there is
more than one.

Hill climbing is sometimes calledgreedy local searchbecause it grabs a good neighborGREEDY LOCAL

SEARCH

state without thinking ahead about where to go next. Although greed is considered one of the
seven deadly sins, it turns out that greedy algorithms often perform quite well. Hill climbing
often makes very rapid progress towards a solution, because it is usually quite easy to improve
a bad state. For example, from the state in Figure 4.3(a), it takes just five steps to reach the
state in Figure 4.3(b), which hash= 1 and is very nearly a solution. Unfortunately, hill
climbing often gets stuck for the following reasons:

• Local maxima: a local maximum is a peak that is higher than each of its neighboringLOCAL MAXIMUM

states, but lower than the global maximum. Hill-climbing algorithms that reach the
vicinity of a local maximum will be drawn upwards towards the peak, but will then be
stuck with nowhere else to go. Figure 4.1 illustrates the problem schematically. More
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Figure 4.3 (a) An 8-queens state with heuristic cost estimateh =17, showing the value of
h for each possible successor obtained by moving a queen within its column. The best moves
are marked. (b) A local minimum in the 8-queens state space; the state hash = 1 but every
successor has a higher cost.

concretely, the state in Figure 4.3(b) is a local maximum (i.e., a local minimum for the
costh); every move of a single queen makes the situation worse.

• Ridges: a ridge is shown in Figure 4.4. Ridges result in a sequence of local maximaRIDGE

that is very difficult for greedy algorithms to navigate.

• Plateaux: a plateau is an area of the state-space landscape where the objective functionPLATEAU

is flat. It can be a flat local maximum, from which no uphill exit exists, or ashoulder,SHOULDER

from which it is possible to make progress. (See Figure 4.1.) A hill-climbing search
might be unable to find its way off the plateau.

In each case, the algorithm reaches a point at which no progress is being made. Starting from
a randomly generated 8-queens state, steepest-ascent hill climbing gets stuck 86% of the time,
solving only 14% of problem instances. It works quickly, taking just 4 steps on average when
it succeeds and 3 when it gets stuck—not bad for a state space with88 ≈ 17 million states.

The algorithm in Figure 4.2 halts if it reaches a plateau where the best successor has
the same value as the current state. Might it not be a good idea to keep going—to allow a
sideways movein the hope that the plateau is really a shoulder, as shown in Figure 4.1? TheSIDEWAYS MOVE

answer is usually yes, but we must take care. If we always allow sideways moves when there
are no uphill moves, an infinite loop will occur whenever the algorithm reaches a flat local
maximum that is not a shoulder. One common solution is to put a limit on the number of con-
secutive sideways moves allowed. For example, we could allow up to, say, 100 consecutive
sideways moves in the 8-queens problem. This raises the percentage of problem instances
solved by hill-climbing from 14% to 94%. Success comes at a cost: the algorithm averages
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Section 4.1. Local Search Algorithms and Optimization Problems 127

Figure 4.4 Illustration of why ridges cause difficulties for hill climbing. The grid of states
(dark circles) is superimposed on a ridge rising from left to right, creating a sequence of local
maxima that are not directly connected to each other. From each local maximum, all the
available actions point downhill.

roughly 21 steps for each successful instance and 64 for each failure.
Many variants of hill climbing have been invented.Stochastic hill climbing chooses atSTOCHASTIC HILL

CLIMBING

random from among the uphill moves; the probability of selection can vary with the steepness
of the uphill move. This usually converges more slowly than steepest ascent, but in some
state landscapes it finds better solutions.First-choice hill climbing implements stochasticFIRSTCHOICE HILL

CLIMBING

hill climbing by generating successors randomly until one is generated that is better than the
current state. This is a good strategy when a state has many (e.g., thousands) of successors.
Exercise 4.12 asks you to investigate.

The hill-climbing algorithms described so far are incomplete—they often fail to find
a goal when one exists because they can get stuck on local maxima.Random-restart hill
climbing adopts the well-known adage, “If at first you don’t succeed, try, try again.” ItRANDOMRESTART

HILL CLIMBING

conducts a series of hill-climbing searches from randomly generated initial states,1 stopping
when a goal is found. It is complete with probability approaching 1, for the trivial reason
that it will eventually generate a goal state as the initial state. If each hill-climbing search
has a probabilityp of success, then the expected number of restarts required is1/p. For
8-queens instances with no sideways moves allowed,p ≈ 0.14, so we need roughly 7 iter-
ations to find a goal (6 failures and 1 success). The expected number of steps is the cost
of one successful iteration plus(1 − p)/p times the cost of failure, or roughly 22 steps in
all. When we allow sideways moves,1/0.94 ≈ 1.06 iterations are needed on average and
(1× 21) + (0.06/0.94)× 64 ≈ 25 steps. For 8-queens, then, random-restart hill climbing is
very effective indeed. Even for three million queens, the approach can find solutions in under

1 Generating arandomstate from an implicitly specified state space can be a hard problem in itself.
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128 Chapter 4. Beyond Classical Search

a minute.2

The success of hill climbing depends very much on the shape of the state-space land-
scape: if there are few local maxima and plateaux, random-restart hill climbing will find a
good solution very quickly. On the other hand, many real problems have a landscape that
looks more like a widely scattered family of balding porcupines on a flat floor, with miniature
porcupines living on the tip of each porcupine needle,ad infinitum. NP-hard problems typi-
cally have an exponential number of local maxima to get stuck on. Despite this, a reasonably
good local maximum can often be found after a small number of restarts.

4.1.2 Simulated annealing search

A hill-climbing algorithm thatnevermakes “downhill” moves towards states with lower value
(or higher cost) is guaranteed to be incomplete, because it can get stuck on a local maximum.
In contrast, a purely random walk—that is, moving to a successor chosen uniformly at ran-
dom from the set of successors—is complete, but extremely inefficient. Therefore, it seems
reasonable to try to combine hill climbing with a random walk in some way that yields both
efficiency and completeness.Simulated annealingis such an algorithm. In metallurgy,an-SIMULATED

ANNEALING

nealing is the process used to temper or harden metals and glass by heating them to a high
temperature and then gradually cooling them, thus allowing the material to reach a low-energy
crystalline state. To understand simulated annealing, let’s switch our point of view from hill
climbing togradient descent(i.e., minimizing cost) and imagine the task of getting a ping-GRADIENT DESCENT

pong ball into the deepest crevice in a bumpy surface. If we just let the ball roll, it will come
to rest at a local minimum. If we shake the surface, we can bounce the ball out of the local
minimum. The trick is to shake just hard enough to bounce the ball out of local minima, but
not hard enough to dislodge it from the global minimum. The simulated-annealing solution
is to start by shaking hard (i.e., at a high temperature) and then gradually reduce the intensity
of the shaking (i.e., lower the temperature).

The innermost loop of the simulated-annealing algorithm (Figure 4.5) is quite similar to
hill climbing. Instead of picking thebestmove, however, it picks arandommove. If the move
improves the situation, it is always accepted. Otherwise, the algorithm accepts the move with
some probability less than 1. The probability decreases exponentially with the “badness”
of the move—the amount∆E by which the evaluation is worsened. The probability also
decreases as the “temperature”T goes down: “bad” moves are more likely to be allowed at
the start when temperature is high, and they become more unlikely asT decreases. One can
prove that if theschedule lowersT slowly enough, the algorithm will find a global optimum
with probability approaching 1.

Simulated annealing was first used extensively to solve VLSI layout problems in the
early 1980s. It has been applied widely to factory scheduling and other large-scale optimiza-
tion tasks. In Exercise 4.12, you are asked to compare its performance to that of random-
restart hill climbing on the 8-queens puzzle.

2 Lubyet al. (1993) prove that it is best, in some cases, to restart a randomized search algorithm after a particular,
fixed amount of time and that this can bemuchmore efficient than letting each search continue indefinitely.
Disallowing or limiting the number of sideways moves is an example of this.
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Section 4.1. Local Search Algorithms and Optimization Problems 129

function SIMULAT ED-ANNEALING(problem ,schedule) returns a solution state
inputs: problem , a problem

schedule , a mapping from time to “temperature”
local variables: T , a “temperature” controlling the probability of downward steps

current←MAKE-NODE(problem .INITIAL -STATE)
for t← 1 to∞ do

T← schedule(t )
if T = 0 then return current

next← a randomly selected successor ofcurrent

∆E←next .VALUE – current .VALUE

if ∆E > 0 then current←next

elsecurrent←next only with probabilitye∆E/T

Figure 4.5 The simulated annealing search algorithm, a version of stochastic hill climbing
where some downhill moves are allowed. Downhill moves are accepted readily early in the
annealing schedule and then less often as time goes on. Theschedule input determines the
value ofT as a function of time.

4.1.3 Local beam search

Keeping just one node in memory might seem to be an extreme reaction to the problem of
memory limitations. Thelocal beam searchalgorithm3 keeps track ofk states rather thanLOCAL BEAM

SEARCH

just one. It begins withk randomly generated states. At each step, all the successors of allk
states are generated. If any one is a goal, the algorithm halts. Otherwise, it selects thek best
successors from the complete list and repeats.

At first sight, a local beam search withk states might seem to be nothing more than
running k random restarts in parallel instead of in sequence. In fact, the two algorithms
are quite different. In a random-restart search, each search process runs independently of
the others.In a local beam search, useful information is passed among thek parallel search
threads.For example, if one state generates several good successors and the otherk−1 states
all generate bad successors, then the effect is that the first state says to the others, “Come over
here, the grass is greener!” The algorithm quickly abandons unfruitful searches and moves
its resources to where the most progress is being made.

In its simplest form, local beam search can suffer from a lack of diversity among the
k states—they can quickly become concentrated in a small region of the state space, making
the search little more than an expensive version of hill climbing. A variant calledstochastic
beam search, analogous to stochastic hill climbing, helps to alleviate this problem. InsteadSTOCHASTIC BEAM

SEARCH

of choosing the bestk from the the pool of candidate successors, stochastic beam search
choosesk successors at random, with the probability of choosing a given successor being
an increasing function of its value. Stochastic beam search bears some resemblance to the
process of natural selection, whereby the “successors” (offspring) of a “state” (organism)

3 Local beam search is an adaptation ofbeam search, which is a path-based algorithm.
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Figure 4.6 The genetic algorithm, illustrated for digit strings representing 8-queens states.
The initial population in (a) is ranked by the fitness function in (b), resulting in pairs for
mating in (c). They produce offspring in (d), which are subject to mutation in (e).

populate the next generation according to its “value” (fitness).

4.1.4 Genetic algorithms

A genetic algorithm (or GA) is a variant of stochastic beam search in which successor statesGENETIC

ALGORITHM

are generated by combiningtwo parent states, rather than by modifying a single state. The
analogy to natural selection is the same as in stochastic beam search, except that now we are
dealing with sexual rather than asexual reproduction.

Like beam search, GAs begin with a set ofk randomly generated states, called the
population. Each state, orindividual , is represented as a string over a finite alphabet—mostPOPULATION

INDIVIDUAL commonly, a string of 0s and 1s. For example, an 8-queens state must specify the positions of
8 queens, each in a column of 8 squares, and so requires8× log2 8= 24 bits. Alternatively,
the state could be represented as 8 digits, each in the range from 1 to 8. (We will see later
that the two encodings behave differently.) Figure 4.6(a) shows a population of four 8-digit
strings representing 8-queens states.

The production of the next generation of states is shown in Figure 4.6(b)–(e). In (b),
each state is rated by the objective function or (in GA terminology) thefitness function. AFITNESS FUNCTION

fitness function should return higher values for better states, so, for the 8-queens problem
we use the number ofnonattackingpairs of queens, which has a value of 28 for a solution.
The values of the four states are 24, 23, 20, and 11. In this particular variant of the genetic
algorithm, the probability of being chosen for reproducing is directly proportional to the
fitness score, and the percentages are shown next to the raw scores.

In (c), two pairs are selected at random for reproduction, in accordance with the prob-
abilities in (b). Notice that one individual is selected twice and one not at all.4 For each
pair to be mated, acrossoverpoint is chosen randomly from the positions in the string. InCROSSOVER

Figure 4.6, the crossover points are after the third digit in the first pair and after the fifth digit

4 There are many variants of this selection rule. The method ofculling, in which all individuals below a given
threshold are discarded, can be shown to converge faster than the random version (Baumet al., 1995).
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Section 4.1. Local Search Algorithms and Optimization Problems 131

+ =

Figure 4.7 The 8-queens states corresponding to the first two parents in Figure 4.6(c) and
the first offspring in Figure 4.6(d). The shaded columns are lost in the crossover step and the
unshaded columns are retained.

in the second pair.5

In (d), the offspring themselves are created by crossing over the parent strings at the
crossover point. For example, the first child of the first pair gets the first three digits from the
first parent and the remaining digits from the second parent, whereas the second child gets
the first three digits from the second parent and the rest from the first parent. The 8-queens
states involved in this reproduction step are shown in Figure 4.7. The example illustrates the
fact that, when two parent states are quite different, the crossover operation can produce a
state that is a long way from either parent state. It is often the case that the population is
quite diverse early on in the process, so crossover (like simulated annealing) frequently takes
large steps in the state space early in the search process and smaller steps later on when most
individuals are quite similar.

Finally, in (e), each location is subject to randommutation with a small independentMUTATION

probability. One digit was mutated in the first, third, and fourth offspring. In the 8-queens
problem, this corresponds to choosing a queen at random and moving it to a random square
in its column. Figure 4.8 describes an algorithm that implements all these steps.

Like stochastic beam search, genetic algorithms combine an uphill tendency with ran-
dom exploration and exchange of information among parallel search threads. The primary
advantage, if any, of genetic algorithms comes from the crossover operation. Yet it can be
shown mathematically that, if the positions of the genetic code are permuted initially in a
random order, crossover conveys no advantage. Intuitively, the advantage comes from the
ability of crossover to combine large blocks of letters that have evolved independently to per-
form useful functions, thus raising the level of granularity at which the search operates. For
example, it could be that putting the first three queens in positions 2, 4, and 6 (where they do
not attack each other) constitutes a useful block that can be combined with other blocks to
construct a solution.

The theory of genetic algorithms explains how this works using the idea of aschema,SCHEMA

which is a substring in which some of the positions can be left unspecified. For example,
the schema 246***** describes all 8-queens states in which the first three queens are in

5 It is here that the encoding matters. If a 24-bit encoding is used instead of 8 digits, then the crossover point
has a 2/3 chance of being in the middle of a digit, which results in an essentially arbitrary mutation of that digit.
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132 Chapter 4. Beyond Classical Search

function GENETIC-ALGORITHM(population , FITNESS-FN) returns an individual
inputs: population , a set of individuals

FITNESS-FN, a function that measures the fitness of an individual

repeat
new population← empty set
for i = 1 to SIZE(population) do

x←RANDOM-SELECTION(population , FITNESS-FN)
y←RANDOM-SELECTION(population , FITNESS-FN)
child←REPRODUCE(x ,y)
if (small random probability)then child←MUTATE(child )
addchild to new population

population←new population

until some individual is fit enough, or enough time has elapsed
return the best individual inpopulation , according to FITNESS-FN

function REPRODUCE(x ,y) returns an individual
inputs: x ,y, parent individuals

n← LENGTH(x ); c← random number from 1 ton
return APPEND(SUBSTRING(x , 1,c), SUBSTRING(y,c + 1,n))

Figure 4.8 A genetic algorithm. The algorithm is the same as the one diagrammed in
Figure 4.6, with one variation: in this more popular version, each mating of two parents
produces only one offspring, not two.

positions 2, 4, and 6 respectively. Strings that match the schema (such as 24613578) are
calledinstancesof the schema. It can be shown that, if the average fitness of the instances ofINSTANCE

a schema is above the mean, then the number of instances of the schema within the population
will grow over time. Clearly, this effect is unlikely to be significant if adjacent bits are totally
unrelated to each other, because then there will be few contiguous blocks that provide a
consistent benefit. Genetic algorithms work best when schemata correspond to meaningful
components of a solution. For example, if the string is a representation of an antenna, then the
schemata may represent components of the antenna, such as reflectors and deflectors. A good
component is likely to be good in a variety of different designs. This suggests that successful
use of genetic algorithms requires careful engineering of the representation.

In practice, genetic algorithms have had a widespread impact on optimization problems,
such as circuit layout and job-shop scheduling. At present, it is not clear whether the appeal
of genetic algorithms arises from their performance or from their æsthetically pleasing origins
in the theory of evolution. Much work remains to be done to identify the conditions under
which genetic algorithms perform well.
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EVOLUTION AND SEARCH

The theory ofevolution was developed in Charles Darwin’sOn the Origin of
Species by Means of Natural Selection(1859). (Some credit is often given also
to Alfred Russel Wallace (1858).) The central idea is simple: variations (known as
mutations) occur in reproduction and will be preserved in successive generations
approximately in proportion to their effect on reproductive fitness.

Darwin’s theory was developed with no knowledge of how the traits of organ-
isms can be inherited and modified. The probabilistic laws governing these pro-
cesses were first identified by Gregor Mendel (1866), a monk who experimented
with sweet peas. Much later, Watson and Crick (1953) identified the structure of the
DNA molecule and its alphabet, AGTC (adenine, guanine, thymine, cytosine). In
the standard model, variation occurs both by point mutations in the letter sequence
and by “crossover” (in which the DNA of an offspring is generated by combining
long sections of DNA from each parent).

The analogy to local search algorithms has already been described; the princi-
pal difference between stochastic beam search and evolution is the use ofsexualre-
production, wherein successors are generated frommultipleorganisms rather than
just one. The actual mechanisms of evolution are, however, far richer than most
genetic algorithms allow. For example, mutations can involve reversals, duplica-
tions, and movement of large chunks of DNA; some viruses borrow DNA from one
organism and insert it in another; and there are transposable genes that do nothing
but copy themselves many thousands of times within the genome. There are even
genes that poison cells from potential mates that do not carry the gene, thereby in-
creasing their own chances of replication. Most important is the fact that thegenes
themselves encode the mechanismswhereby the genome is reproduced and trans-
lated into an organism. In genetic algorithms, those mechanisms are a separate
program that is not represented within the strings being manipulated.

Darwinian evolution might well seem to be an inefficient mechanism, having
generated blindly some1045 or so organisms without improving its search heuris-
tics one iota. Fifty years before Darwin, however, the otherwise great French natu-
ralist Jean Lamarck (1809) proposed a theory of evolution whereby traitsacquired
by adaptation during an organism’s lifetimewould be passed on to its offspring.
Such a process would be effective, but does not seem to occur in nature. Much
later, James Baldwin (1896) proposed a superficially similar theory: that behavior
learned during an organism’s lifetime could accelerate the rate of evolution. Unlike
Lamarck’s, Baldwin’s theory is entirely consistent with Darwinian evolution, be-
cause it relies on selection pressures operating on individuals that have found local
optima among the set of possible behaviors allowed by their genetic makeup. Mod-
ern computer simulations confirm that the “Baldwin effect” is real, provided that
“ordinary” evolution can create organisms whose internal performance measure is
somehow correlated with actual fitness.
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134 Chapter 4. Beyond Classical Search

4.2 LOCAL SEARCH IN CONTINUOUS SPACES

In Chapter 2, we explained the distinction between discrete and continuous environments,
pointing out that most real-world environments are continuous. Yet none of the algorithms
we have described (except for first-choice hill climbing and simulated annealing) can handle
continuous state and action spaces, because they have infinite branching factors. This section
provides avery brief introduction to some local search techniques for finding optimal solu-
tions in continuous spaces. The literature on this topic is vast; many of the basic techniques
originated in the 17th century, after the development of calculus by Newton and Leibniz.6

We will find uses for these techniques at several places in the book, including the chapters on
learning, vision, and robotics.

Let us begin with an example. Suppose we want to place three new airports anywhere
in Romania, such that the sum of squared distances from each city on the map (Figure 3.2)
to its nearest airport is minimized. Then the state space is defined by the coordinates of
the airports:(x1, y1), (x2, y2), and(x3, y3). This is asix-dimensionalspace; we also say
that states are defined by sixvariables. (In general, states are defined by ann-dimensionalVARIABLE

vector of variables,x.) Moving around in this space corresponds to moving one or more of
the airports on the map. The objective functionf(x1, y1, x2, y2, x3, y3) is relatively easy to
compute for any particular state once we compute the closest cities. LetCi be the set of cities
closest to the current position of airporti. Then, in the neighborhood of the current state,
where theCis remain constant, we have

f(x1, y1, x2, y2, x3, y3) =
3

∑

i= 1

∑

c∈Ci

(xi − xc)
2 + (yi − yc)

2 . (4.1)

This expression is correctlocally but not globally, because the setsCi are (discontinuous)
functions of the state.

One way to avoid continuous problems is simply todiscretizethe neighborhood of eachDISCRETIZATION

state. For example, we can move only one airport at a time in either thex or y direction by
a fixed amount±δ. With 6 variables, this gives 12 possible successors for each state. We
can then apply any of the local search algorithms described previously. We could also ap-
ply stochastic hill climbing and simulated annealing directly, without discretizing the space.
These algorithms choose successors randomly, which can be done by generating random vec-
tors of lengthδ.

There are many methods that attempt to use thegradient of the landscape to find aGRADIENT

maximum. The gradient of the objective function is a vector∇f that gives the magnitude and
direction of the steepest slope. For our problem, we have

∇f =

(

∂f

∂x1

,
∂f

∂y1

,
∂f

∂x2

,
∂f

∂y2

,
∂f

∂x3

,
∂f

∂y3

)

.

In somecases, we can find a maximum by solving the equation∇f = 0. (This could be done,
for example, if we were placing just one airport; the solution is the arithmetic mean of all the

6 A basicknowledge of multivariate calculus and vector arithmetic is useful for reading this section.
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Section 4.2. Local Search in Continuous Spaces 135

cities’ coordinates.) In many cases, however, this equation cannot be solved in closed form.
For example, with three airports, the expression for the gradient depends on what cities are
closest to each airport in the current state. This means we can compute the gradientlocally
(but notglobally); for example,

∂f

∂x1

= 2
∑

c∈C1

(xi − xc) . (4.2)

Given a locally correct expression for the gradient, we can perform steepest-ascent hill climb-
ing by updating the current state via the formula

x← x + α∇f(x) ,

whereα is a small constant. In other cases, the objective function might not be available
in a differentiable form at all—for example, the value of a particular set of airport locations
may be determined by running some large-scale economic simulation package. In those
cases, a so-calledempirical gradient can be determined by evaluating the response to smallEMPIRICAL

GRADIENT

increments and decrements in each coordinate. Empirical gradient search is the same as
steepest-ascent hill climbing in a discretized version of the state space.

Hidden beneath the phrase “αis a small constant” lies a huge variety of methods for
adjustingα. The basic problem is that, ifα is too small, too many steps are needed; ifα
is too large, the search could overshoot the maximum. The technique ofline searchtries toLINE SEARCH

overcome this dilemma by extending the current gradient direction—usually by repeatedly
doublingα—until f starts to decrease again. The point at which this occurs becomes the new
current state. There are several schools of thought about how the new direction should be
chosen at this point.

For many problems, the most effective algorithm is the venerableNewton–RaphsonNEWTON–RAPHSON

method (Newton, 1671; Raphson, 1690). This is a general technique for finding roots of
functions—that is, solving equations of the formg(x)= 0. It works by computing a new
estimate for the rootx according to Newton’s formula

x← x− g(x)/g′(x) .

To find a maximum or minimum off , we need to findx such that thegradient is zero (i.e.,
∇f(x)= 0). Thusg(x) in Newton’s formula becomes∇f(x), and the update equation can
be written in matrix–vector form as

x← x− H−1
f (x)∇f(x) ,

whereHf (x) is theHessianmatrix of second derivatives, whose elementsHij are given byHESSIAN

∂2f/∂xi∂xj . For our airport example, we can see from Equation (4.2) thatHf (x) is particu-
larly simple: the off-diagonal elements are zero and the diagonal elements for airporti are just
twice the number of cities inCi. A moment’s calculation shows that one step of the update
moves airporti directly to the centroid ofCi, which is the minimum of the local expression
for f from Equation (4.1).7 In general, high-dimensional problems, however, computing the

7 In general, the Newton–Raphson update can be seen as fitting a quadratic surface tof at x and then moving
directly to the minimum of that surface—which is also the minimum off if f is quadratic.
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136 Chapter 4. Beyond Classical Search

n2 entries of the Hessian and inverting it becomes expensive, so many approximate versions
of theNewton–Raphson method have been developed.

Local search methods suffer from local maxima, ridges, and plateaux in continuous
state spaces just as much as in discrete spaces. Random restarts and simulated annealing can
be used and are often helpful. High-dimensional continuous spaces are, however, big places
in which it is easy to get lost.

A final topic with which a passing acquaintance is useful isconstrained optimization.CONSTRAINED

OPTIMIZATION

An optimization problem is constrained if solutions must satisfy some hard constraints on the
values of the variables. For example, in our airport-siting problem, we might constrain sites
to be inside Romania and on dry land (rather than in the middle of lakes). The difficulty of
constrained optimization problems depends on the nature of the constraints and the objec-
tive function. The best-known category is that oflinear programming problems, in whichLINEAR

PROGRAMMING

constraints must be linear inequalities forming aconvex8 region and the objective function is
also linear. Linear programming problems can be solved in time polynomial in the number
of variables.

Linear programming is probably the most widely studied and broadly useful class of
optimization problems. It is a special case of the more general problem ofconvex opti-
mization, which allows the constraint region to be any convex region and the objective toCONVEX

OPTIMIZATION

be any function that is convex within the constraint region. Under certain conditions, convex
optimization problems are also polynomially solvable and may be feasible in practice with
thousands of variables. Several important problems in machine learning and control theory
can be formulated as convex optimization problems (see Chapter 20).

4.3 SEARCHING WITH NONDETERMINISTIC ACTIONS

In Chapter 3, we assumed that the environment is fully observable and deterministic and that
the agent knows what the effects of each action are. Therefore, the agent can calculate exactly
which state results from any sequence of actions and always knows which state it is in. Its
percepts provide no new information after each action, although of course they tell the agent
the initial state.

When the environment is either partially observable or nondeterministic (or both), per-
cepts become useful. In a partially observable environment, every percept helps to narrow
down the set of possible states the agent might be in, thus making it easier for the agent to
achieve its goals. When the environment is nondeterministic, percepts tell the agent which of
the possible outcomes of its actions has actually occurred. In both cases, the future percepts
cannot be determined in advance; and the agent’s future actions will depend on those future
percepts; so the solution to a problem is not a sequence, but acontingency plan(also knownCONTINGENCY PLAN

as astrategy) that specifies what to do depending on what percepts are received. In this sec-STRATEGY

tion, we examine the case of nondeterminism, deferring partial observability to Section 4.4.

8 A set ofpointsS is convex iff the line joining any two points inS is also contained inS . A function is convex
iff the space “above” it forms a convex set; by definition, convex functions have no local minima.
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Section 4.3. Searching with Nondeterministic Actions 137

1 2

87

5 6

3 4

Figure 4.9 The eight possible states of the vacuum world; states 7 and 8 are goal states.

4.3.1 The erratic vacuum world

As an example, we will use the vacuum world, first introduced in Chapter 2 and defined
as a search problem in Section 3.2.1. Recall that the state space has eight states, as shown
in Figure 4.9. There are three actions—Left, Right, andSuck—and the goal is to clean up
all the dirt (states 7 and 8). If the environment is observable, deterministic, and completely
known, then the problem is trivially solvable by any of the algorithms in Chapter 3 and the
solution is an action sequence. For example, if the initial state is 1, then the action sequence
[Suck,Right,Suck] will reach a goal state, 8.

Now suppose that we introduce nondeterminism in the form of a powerful but erratic
vacuum cleaner. In theerratic vacuum world , theSuckaction works as follows:ERRATIC VACUUM

WORLD

• When applied to a dirty square it cleans it and sometimes cleans up dirt in an adjacent
square too.

• When applied to a clean square it sometimes deposits dirt on the carpet.9

To provide a precise formulation of this problem, we need to generalize the notion of atran-
sition model from Chapter 3. Instead of defining the transition model by a RESULT function
that returns a single state, we use a RESULTS function that returns asetof possible outcome
states. For example, in the erratic vacuum world, theSuckaction in state 1 leads to a state in
the set{5, 7}—the dirt in the right-hand square may or may not be vacuumed up.

We also need to generalize the notion of asolution to the problem. For example, if we
start in state 1, there is no singlesequenceof actions that solves the problem. Instead, we
need a contingent plan such as the following:

[Suck, if State= 5 then [Right, Suck] else[ ]] . (4.3)

9 We assume that most readers face similar problems and can sympathize with our agent. We apologize to
owners of modern, efficient home appliances who cannot take advantage of this pedagogical device.
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138 Chapter 4. Beyond Classical Search

Thus, solutions for nondeterministic problems can contain nestedif–then–elsestatements, so
that they aretreesrather than sequences. This allows the selection of actions based on contin-
gencies arising during execution. Many problems in the real, physical world are contingency
problems, because exact prediction is impossible. For this reason, many people keep their
eyes open while walking around or driving.

4.3.2 AND-OR search trees

The next question is how to find contingent solutions to nondeterministic problems. As in
Chapter 3, we begin by constructing search trees, but here the trees have a different character.
In a deterministic environment, the only branching is introduced by the agent’s own choices
in each state. We will call these nodesOR nodes. In the vacuum world, for example, at anOROR NODE

node the agent choosesLeft or Right or Suck. In a nondeterministic environment, branching
is also introduced by theenvironment’schoice of outcome for each action. We will call these
nodesAND nodes. For example, theSuckaction in state 1 leads to a state in the set{5, 7},AND NODE

so the agent would need to find a plan for state 5and for state 7. These two kinds of nodes
alternate, leading to anAND-OR tree as illustrated in Figure 4.10.ANDOR TREE

LeftSuck

RightSuck

RightSuck

6 

GOAL

8 

GOAL

7 

1 

2 5 

1 

LOOP

5 

LOOP

5 

LOOP

Left Suck

1 

LOOP GOAL

8 4 

Figure 4.10 The first two levels of the search tree for the erratic vacuum world. State
nodes areOR nodes where some action must be chosen. At theAND nodes, shown as circles,
every outcome must be handled, as indicated by the arc linking the outgoing branches. The
solution found is shown in bold lines.
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Section 4.3. Searching with Nondeterministic Actions 139

function AND-OR-GRAPH-SEARCH(problem) returns a conditional plan, or failure

OR-SEARCH(problem .INITIAL -STATE,problem , [ ])

function OR-SEARCH(state,problem ,path) returns a conditional plan, or failure

if problem .GOAL-TEST(state) then return the empty plan
if state is onpath then return failure

for eachaction in problem .ACTIONS(state) do
plan←AND-SEARCH(RESULTS(state,action),problem , [state | path])
if plan 6= failure then return [action | plan ]

return failure

function AND-SEARCH(states,problem ,path) returns a conditional plan, or failure

for each si in states do
plan i←OR-SEARCH(si,problem ,path)
if plan i = failure then return failure

return [if s1 then plan1 else ifs2 then plan2 else . . . if sn−1 then plann−1 elseplann]

Figure 4.11 An algorithm for searchingAND–OR graphs generated by nondeterministic
environments. It returns a conditional plan that reaches a goal state in all circumstances. (The
notation[x | l] refers to the list formed by adding objectx to the front of listl.)

A solution for anAND-OR search problem is a subtree that (1) has a goal node at every
leaf, (2) specifies one action at each of itsOR nodes, and (3) includes every outcome branch
at each of itsAND nodes. The solution is shown in bold lines in the figure; it corresponds
to the plan given in Equation (4.3). (The plan uses if–then–else notation to handle theAND

branches, but when there are more than two branches at a node it might be better to use acase
construct.) Modifying the basic problem-solving agent shown in Figure 3.1 to execute con-
tingent solutions of this kind is straightforward. One may also consider a somewhat different
agent design, in which the agent can actbeforeit has found a guaranteed plan and deals with
some contingencies only as they arise during execution. This type ofinterleaving of searchINTERLEAVING

and execution is also useful for exploration problems (see Section 4.5) and for game playing
(see Chapter 5).

Figure 4.11 gives a recursive, depth-first algorithm forAND–OR graph search. One
key aspect of the algorithm is the way in which it deals with cycles, which often arise in
nondeterministic problems (e.g., if an action sometimes has no effect, or if an unintended
effect can be corrected). If the current state is identical to a state on the path from the root,
then it returns with failure. This doesn’t mean that there isnosolution from the current state;
it simply means that if thereis a noncyclic solution, it must be reachable from the earlier
incarnation of the current state, so the new incarnation can be discarded. With this check, we
ensure that the algorithm terminates in every finite state space, because every path must reach
a goal, a dead end, or a repeated state. Notice that the algorithm does not check whether the
current state is a repetition of a state on someotherpath from the root, which is important for
efficiency. Exercise 4.3 investigates this issue.
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140 Chapter 4. Beyond Classical Search

Suck Right

6 

1 

2 5 

Right

Figure 4.12 Part ofthe search graph for the slippery vacuum world, where we have shown
(some) cycles explicitly. All solutions for this problem are cyclic plans because there is no
way to move reliably

AND-OR graphs can also be explored by breadth-first or best-first methods, and there is
a straightforward analog of the A∗ algorithm for finding optimal solutions. Pointers are given
in the bibliographical notes at the end of the chapter.

4.3.3 Try, try again

Consider the slippery vacuum world, which is identical to the ordinary (non-erratic) vacuum
world except that movement actions sometimes fail, leaving the agent in the same location.
For example, movingRight in state 1 leads to the state set{1, 2}. Figure 4.12 shows part
of the the search graph; clearly, there are no longer any acyclic solutions from state 1, and
AND-OR-GRAPH-SEARCH would return with failure. There is, however, acyclic solution,CYCLIC SOLUTION

which is to keep tryingRight until it works. We can express this solution by adding alabel toLABEL

denote some portion of the plan and using that label later instead of repeating the plan itself.
Thus, our cyclic solution is

[Suck, L1 : Right , if State = 5 then L1 elseSuck ] .

(A better syntax for the looping part of this plan would be “while State = 5 do Right .”)
In general a cyclic plan may be considered a solution, provided that every leaf is a goal
state and a leaf is reachable from every point in the plan. The modifications needed to
AND-OR-GRAPH-SEARCH are covered in Exercise 4.4. The key realization is that a loop
in the state space back to a stateL translates to a loop in the plan back to the point where the
subplan for stateL is executed.

Given the definition of a cyclic solution, an agent executing such a solution will eventu-
ally reach the goalprovided that each outcome of a nondeterministic action eventually occurs.
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Section 4.4. Searching with Partial Observations 141

Is this condition reasonable? It depends on the reason for the nondeterminism. If the action
rolls a die, then it’s reasonable to suppose that eventually a six will be rolled. If the action is
to insert a hotel card key into the door lock, and it doesn’t work the first time, then perhaps it
will eventually work, or perhaps one has the wrong key (or the wrong room!). After seven or
eight tries, most people will assume the problem is with the key and will go back to the front
desk to get a new one. One way to understand this decision is to say that the initial problem
formulation (observable, nondeterministic) is abandoned in favor of a different formulation
(partially observable, deterministic) where the failure is attributed to an unobservable prop-
erty of the key. We will have more to say on this issue in Chapter 13.

4.4 SEARCHING WITH PARTIAL OBSERVATIONS

We now turn to the problem of partial observability, where the agent’s percepts do not suf-
fice to pin down the exact state. As noted at the beginning of the previous section, if the
agent is in one of several possible states, then an action may lead to one of several possible
outcomes—even if the environment is deterministic. The key concept required for solving
partially observable problems is thebelief state, representing the agent’s current belief aboutBELIEF STATE

the possible physical states it might be in, given the sequence of actions and percepts up to
that point. We begin with the simplest scenario for studying belief states, which is when the
agent has no sensors at all; then we add in partial sensing as well as nondeterministic actions.

4.4.1 Searching with no observation

When the agent’s percepts provideno information at all, we have what is called called a
sensorlessor sometimes aconformant problem. At first, one might think the sensorlessSENSORLESS

CONFORMANT agent has no hope of solving a problem if it has no idea what state it’s in; in fact, sensorless
problems are quite often solvable.

In the sensorless vacuum world, the agent knows only that its initial state is one of
the set{1, 2, 3, 4, 5, 6, 7, 8}. Now, consider what happens if it tries the actionRight. This
will cause it to be in one of the states{2, 4, 6, 8}—the agent now has more information!
Furthermore, the action sequence [Right,Suck] will always end up in one of the states{4, 8}.
Finally, the sequence [Right,Suck,Left,Suck] is guaranteed to reach the goal state 7 no matter
what the start state. We say that the agent cancoercethe world into state 7.COERCION

To solve sensorless problems, we search in the space of belief states rather than physical
states.10 Notice that in belief-state space, the problem isfully observablebecause the agent
always knows its own belief state. Furthermore, the solution (if any) is always a sequence of
actions. This is because, as in the ordinary problems of Chapter 3, the percepts received after
each action are completely predictable—they’re always empty! So there are no contingencies
to plan for. This is trueeven if the environment is nondeterminstic.

It is instructive to see how the belief-state search problem is constructed. Suppose

10 In a fully observable environment, each belief state contains one physical state. Thus, we can view the algo-
rithms in Chapter 3 as searching in a belief-state space of singleton belief states.
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142 Chapter 4. Beyond Classical Search

the underlying physical problemP is defined by ACTIONSP , RESULTP , GOAL-TESTP , and
STEP-COSTP . Then we can define the corresponding sensorless problem as follows:

• Belief States: The entire belief-state space contains every possible set of physical states.
If P hasN states, then the sensorless problem has up to2N states, although many may
be unreachable from the initial state.

• Initial state : Typically the set of all states inP , although in some cases the agent will
have more knowledge than this.

• Actions: This is slightly tricky. Suppose the agent is in belief stateb= {s1, s2}, but
ACTIONSP (s1) 6= ACTIONSP (s2); then the agent is unsure of which actions are legal.
If we assume that emitting an illegal action has no effect on the environment, then it is
safe to take theunionof all the actions in any of the physical states in the current belief
stateb:

ACTIONS(b) =
⋃

s∈b

ACTIONSP (s) .

On the other hand, if an illegal action might be the end of the world, it is safer to allow
only theintersection, i.e., the set of actions legal inall the states. For the vacuum world,
every state has the same legal actions, so union and intersection give the same result.

• Transition model: The agent doesn’t know which state in the belief state is the right
one, so as far as it knows, it might get to any of the states resulting from applying the
action to one of the physical states in the belief state. For deterministic actions, the set
of states that might be reached is

b′ = RESULT(b, a) = {s′ : s′ = RESULTP (s, a) ands ∈ b} .

With deterministic actions,b′ is never larger thanb. With nondeterministic actions we
have

b′ = RESULT(b, a) = {s′ : s′ ∈ RESULTSP (s, a) ands ∈ b}
=

⋃

s∈b

RESULTSP (s, a) .

which may be larger thanb, as shown in Figure 4.13. The process of generating
the new belief state after the action is called theprediction step; the notationb′ =PREDICTION

PREDICTP (b, a) will come in handy.

• Goal test: The agent wants a plan that is sure to work, which means that a belief state
satisfies the goal only ifall the physical states in it satisfy GOAL-TESTP . The agent
mayaccidentallyachieve the goal earlier, but it won’tknowthat it has done so.

• Path cost: This is also tricky. If the same action can have different costs in different
states, then the cost of taking an action in a given belief state could be one of several
values. (This gives rise to a new class of problems, which we explore in Exercise 4.7.)
For now we assume that the cost of an action is the same in all states and so can be
transferred directly from the underlying physical problem.

Figure 4.14 shows the reachable belief-state space for the deterministic, sensorless vacuum
world. There are only 12 reachable belief states out of28 = 256 possible belief states.
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Figure 4.13 (a) Predicting the next belief state for the sensorless vacuum world with a
deterministic action,Right . (b) Prediction for the same belief state and action in the slippery
version of the sensorless vacuum world.

The preceding definitions enable the automatic construction of thebelief-state problem
formulation from the definition of the underlying physical problem. Once this is done, we
can apply any of the search algorithms of Chapter 3. In fact, we can do a little bit more
than that. In “ordinary” graph search, newly generated states are tested to see if they are
identical to existing states. This works for belief states too; for example, in Figure 4.14, the
action sequence [Suck,Left,Suck] starting at the initial state reaches the same belief state as
[Right,Left,Suck], namely{5, 7}. Now, consider the belief state reached by [Left], namely
{1, 3, 5, 7}. Obviously, this is not identical to{5, 7}, but it is asuperset. It is easy to prove
(Exercise 4.6) that if an action sequence is a solution for a belief stateb, it is also a solution for
any subset ofb. Hence we can discard a path reaching{1, 3, 5, 7} if {5, 7} has already been
generated. Conversely, if{1, 3, 5, 7} has already been generated and found to be solvable,
then anysubset, such as{5, 7}, is guaranteed to be solvable. This extra level of pruning may
improve the efficiency of sensorless problem-solving dramatically.

Even with this improvement, however, sensorless problem-solving as we have described
it is seldom feasible in practice. The difficulty is not so much the vastness of the belief-state
space—even though it is exponentially larger than the underlying physical state space; in
most cases the branching factor and solution length in the belief-state space and physical
state space are not so different. The real difficulty lies with the size of each belief state. For
example, the initial belief state for the10× 10 vacuum world contains100× 2100 or around
1032 physical states—far too many if we use the atomic representation, which is an explicit
list of states.

One solution is to represent the belief state by some more compact description. In
English, we could say the agent knows “Nothing” in the initial state; after movingLeft, we
could say, “Not in the rightmost column,” and so on. Chapter 7 explains how to do this in
a formal representation scheme. When such a scheme can be developed, sensorless problem
solvers are surprisingly useful, primarily because theydon’t rely on sensors working properly.
In manufacturing systems, for example, many ingenious methods have been developed for
orienting parts correctly from an unknown initial position using a sequence of actions with
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Figure 4.14 The reachable portion of the belief-state space for the deterministic, sensor-
less vacuum world. Each shaded box corresponds to a single belief state. At any given point,
the agent is in a particular belief state but does not know which physical state it is in. The
initial belief state (complete ignorance) is the top center box. Actions are represented by
labeled links. Self-loops are omitted for clarity.

no sensing at all.
Another approach is to avoid the standard search algorithms, which treat belief states

as black boxes just like any other problem state. Instead, we can lookinsidethe belief states
and developincremental belief-state searchalgorithms that build up the solution one phys-

INCREMENTAL

BELIEFSTATE

SEARCH

ical state at a time. For example, in the sensorless vacuum world, the initial belief state is
{1, 2, 3, 4, 5, 6, 7, 8}, and we have to find an action sequence that works in all 8 states. We
can do this by first finding a solution that works for state 1; then we check if it works for state
2; if not, go back and find a different solution for state 1, and so on. Just as anAND-OR search
has to find a solution for every branch at anAND node, this algorithm has to find a solution
for every state in the belief state; the difference is thatAND-OR search can find a different
solution for each branch, whereas an incremental belief-state search has to findonesolution
that works forall the states.
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Section 4.4. Searching with Partial Observations 145

The main advantage of the incremental approach is that it is typically able to detect
failure very quickly—when a belief state is unsolvable, it is usually the case that a small
subset of the belief state, consisting of the first few states examined, is also unsolvable. In
some cases, this leads to a speedup proportional to the size of the belief states, which may
themselves be as large as the physical state space itself.

Even the most efficient solution algorithm is not of much use when no solutions ex-
ist. There are many things that cannot be done without sensing. For example, the sensorless
8-puzzle is impossible. On the other hand, a little bit of sensing can go a long way. For ex-
ample, every 8-puzzle instance is solvable if just one square is visible—the solution involves
moving each tile in turn into the visible square and then keeping track of its location.

4.4.2 How observations supply information

For a general partially observable problem, we have to specify how the environment generates
percepts for the agent. For example, we might define the local-sensing vacuum world to be
one in which the agent has a position sensor and a local dirt sensor, but no sensor capable
of detecting dirt in other squares. The formal problem specification includes a PERCEPT(s)
function that returns the percept received in a given state. (If sensing is nondeterministic, then
we use a PERCEPTSfunction that returns a set of percepts.) For example, in the local-sensing
vacuum world, the PERCEPTin state 1 is[A,Dirty ]. Fully observable problems are a special
case in which PERCEPT(s)= s for every states, while sensorless problems are a special case
in which PERCEPT(s)=null .

When observations are partial, it will usually be the case that several states could have
produced any given percept. For example, the percept[A,Dirty ] is produced by state 3 as
well as state 1. Hence, given this as the initial percept, the initial belief state for the local-
sensing vacuum world problem will be{1, 3}. The ACTIONS, STEP-COST, and GOAL-TEST

are constructed from the underlying physical problem just as for sensorless problems, but the
transition model is a bit more complicated. We can think of transitions as occurring in three
stages, as shown in Figure 4.15:

• Theprediction stage is the same as for sensorless problems: given the actiona in belief
stateb, the predicted belief state iŝb= PREDICT(b, a).

• The observation stage determines the set of perceptso that could be observed in the
predicted belief state:

POSSIBLE-PERCEPTS(b̂) = {o : o= PERCEPT(s) ands ∈ b̂} .

• Theupdatestage determines the belief state that would result from each of the possible
percepts. The new belief statebo is just the set of states in̂b that could have produced
percepto:

bo = UPDATE(b̂, o) = {s : o= PERCEPT(s) ands ∈ b̂} .

Notice that each updated belief statebo can be no larger than the predicted belief stateb̂.
Moreover, for deterministic sensing, the belief states for the different possible percepts
will be disjoint, forming apartition of the original predicted belief state.
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Figure 4.15 Two example of transitions in local-sensing vacuum worlds. (a) In the de-
terministic world,Right is applied in the initial belief state, resulting in a new belief state
with two possible physical states; for those states, the possible percepts are[B,Dirty ] and
[B,Clean ], leading to two belief states, each of which is a singleton. (b) In the slippery
world, Right is applied in the initial belief state, giving a new belief state with four physi-
cal states; for those states, the possible percepts are[A,Dirty ],[B,Dirty], and[B,Clean ],
leading to three belief states as shown.

Putting these three stages together, we obtain the possible beliefstates resulting from a given
action and the subsequent possible percepts:

RESULTS(b, a) = {bo : bo = UPDATE(PREDICT(b, a), o) and

o ∈ POSSIBLE-PERCEPTS(PREDICT(b, a))} . (4.4)

Again, the nondeterminism in the partially observable problem comes from the inability to
predict exactly which percept will be received after acting; underlying nondeterminism in
the physical environment maycontributeto this inability by enlarging the belief state at the
prediction stage, leading to more percepts at the observation stage.

4.4.3 Solving partially observable problems

The preceding section showed how to formulate a nondeterministic belief-state problem—in
particular, the RESULTS function—from an underlying physical problem and the PERCEPT
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Figure 4.16 The first level of theAND-OR search tree for a problem in the local-sensing
vacuum world;Suck is the first step of the solution.

function. Given such a formulation, theAND-OR search algorithm of Figure 4.11 can be
applied directly to derive a solution. Figure 4.16 shows part of the search tree for the local-
sensing vacuum world, assuming an initial percept[A,Dirty ]. The solution is the conditional
plan

[Suck, Right, if Bstate = {6} then Suckelse[ ]] .

Notice that, because we supplied a belief-state problem to theAND-OR search algorithm, it
returned a conditional plan that tests the belief state rather than the actual state. This is as it
should be: in a partially observable environment the agent won’t be able to execute a solution
that requires testing the actual state.

As in the case of standard search algorithms applied to sensorless problems, theAND-
OR search algorithm treats belief states as black boxes, just like any other states. One can
improve on this by checking for previously generated belief states that are subsets or super-
sets of the current state, just as for sensorless problems. One can also derive incremental
search algorithms, analogous to those described for sensorless problems, that provide very
substantial speedups over the black-box approach.

4.4.4 An agent for partially observable environments

The design of a problem-solving agent for partially observable environments is quite similar
to the simple problem-solving agent in Figure 3.1: the agent formulates a problem, calls a
search algorithm (such as AND-OR-GRAPH-SEARCH) to solve it, and executes the solution.
There are two main differences. First, the solution to a problem will be a conditional plan
rather than a sequence; if the first step is an if–then–else expression, the agent will need to
test the condition in the if-part and execute the then-part or the else-part accordingly. Second,
the agent will need to maintain its belief state as it performs actions and receives percepts.
This process resembles the prediction–observation–update process in Equation (4.4), but is
actually simpler because the percept is given by the environment rather than calculated by the
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Figure 4.17 Two prediction–update cycles of belief-state maintenance in the kindergarten
vacuum world with local sensing.

agent. Given an initial belief stateb, an action a, and a percepto, the new belief state is as
follows:

b′ = UPDATE(PREDICT(b, a), o) . (4.5)

Figure 4.17 shows the belief state being maintained in thekindergartenvacuum world with
local sensing, wherein any square may become dirty at any time unless the agent is actively
cleaning it at that moment.11

In partially observable environments—which include the vast majority of real-world
environments—maintaining one’s belief state is a core function of any intelligent system. It
goes under various names, includingfiltering andstate estimation. Equation (4.5) is calledFILTERING

STATE ESTIMATION a recursive state estimator because it computes the new belief state from the previous one,
RECURSIVE rather than by examining the entire percept sequence. If the agent is not to “fall behind,” the

computation has to happen as fast as percepts are coming in. As the environment becomes
more complex, this becomes impossible to do exactly and the agent will have to compute an
approximate belief state, perhaps focusing on the implications of the percept for the aspects of
the environment that are of current interest. Most research on this problem has been done for
stochastic, continuous-state environments using the tools of probability theory, as explained
in Chapter 15.

4.5 ONLINE SEARCH AGENTS AND UNKNOWN ENVIRONMENTS

So far we have concentrated on agents that useoffline search algorithms. They computeOFFLINE SEARCH

a complete solution before setting foot in the real world and then execute the solution. In
contrast, anonline search12 agent operates byinterleaving computation and action: first itONLINE SEARCH

takes an action, then it observes the environment and computes the next action. Online search
is a good idea in dynamic or semidynamic domains—domains where there is a penalty for

11 The usual apologies to those who are unfamiliar with the effect of small children on the environment.
12 The term “online” is commonly used in computer science to refer to algorithms that must process input data
as they are received, rather than waiting for the entire input data set to become available.
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Section 4.5. Online Search Agents and Unknown Environments 149

sitting around and computing too long. Online search is also helpful in nondeterministic
domains, because it allows the agent to focus its computational efforts on the contingencies
that actually arise, rather than those thatmighthappen but probably won’t. Of course, there is
a tradeoff: the more an agent plans ahead, the less often it will find itself up the creek without
a paddle.

Online search is anecessaryidea for unknown environments, where the agent does not
know what states exist or what its actions do. In this state of ignorance, the agent faces an
exploration problem and must use its actions as experiments in order to learn enough toEXPLORATION

PROBLEM

make deliberation worthwhile.
The canonical example of online search is a robot that is placed in a new building and

must explore it to build a map that it can use for getting fromA to B. Methods for escaping
from labyrinths—required knowledge for aspiring heroes of antiquity—are also examples of
online search algorithms. Spatial exploration is not the only form of exploration, however.
Consider a newborn baby: it has many possible actions, but knows the outcomes of none of
them, and it has experienced only a few of the possible states that it can reach. The baby’s
gradual discovery of how the world works is, in part, an online search process.

4.5.1 Online search problems

An online search problem can be solved only by an agent executing actions, rather than by a
purely computational process. We will assume a deterministic and fully observable environ-
ment (Chapter 17 relaxes these assumptions), but we will stipulate that the agent knows only
the following:

• ACTIONS(s), which returns a list of actions allowed in states;

• The step-cost functionc(s, a, s′)—note that this cannot be used until the agent knows
thats′ is the outcome; and

• GOAL-TEST(s).

Note in particular that the agentcannotdetermine RESULT(s, a) except by actually being
in s and doinga. For example, in the maze problem shown in Figure 4.18, the agent does
not know that goingUp from (1,1) leads to (1,2); nor, having done that, does it know that
going Down will take it back to (1,1). This degree of ignorance can be reduced in some
applications—for example, a robot explorer might know how its movement actions work and
be ignorant only of the locations of obstacles.

Finally, the agent might have access to an admissible heuristic functionh(s) that es-
timates the distance from the current state to a goal state. For example, in Figure 4.18, the
agent might know the location of the goal and be able to use the Manhattan-distance heuristic.

Typically, the agent’s objective is to reach a goal state while minimizing cost. (Another
possible objective is simply to explore the entire environment.) The cost is the total path cost
of the path that the agent actually travels. It is common to compare this cost with the path
cost of the path the agent would followif it knew the search space in advance—that is, the
actual shortest path (or shortest complete exploration). In the language of online algorithms,
this is called thecompetitive ratio; we would like it to be as small as possible.COMPETITIVE RATIO
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Figure 4.18 A simple maze problem. The agent starts atS and must reachG, but knows
nothing of the environment.
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Figure 4.19 (a) Twostate spaces that might lead an online search agent into a dead end.
Any given agent will fail in at least one of these spaces. (b) A two-dimensional environment
that can cause an online search agent to follow an arbitrarily inefficient route to the goal.
Whichever choice the agent makes, the adversary blocks that route with another long, thin
wall, so that the path followed is much longer than the best possible path.

Although this sounds like a reasonable request, it is easy to see that the best achievable
competitive ratio is infinite in some cases. For example, if some actions areirreversible—i.e.,IRREVERSIBLE

they lead to a state from which no action leads back to the previous state—the online search
might accidentally reach adead-endstate from which no goal state is reachable. PerhapsDEAD END

you find the term “accidentally” unconvincing—after all, there might be an algorithm that
happens not to take the dead-end path as it explores. Our claim, to be more precise, is thatno
algorithm can avoid dead ends in all state spaces.Consider the two dead-end state spaces in
Figure 4.19(a). To an online search algorithm that has visited statesS andA, the two state
spaces lookidentical, so it must make the same decision in both. Therefore, it will fail in
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Section 4.5. Online Search Agents and Unknown Environments 151

one of them. This is an example of anadversary argument—we can imagine an adversaryADVERSARY

ARGUMENT

that constructs the state space while the agent explores it and can put the goals and dead ends
wherever it likes.

Dead ends are a real difficulty for robot exploration—staircases, ramps, cliffs, one-way
streets, and all kinds of natural terrain present opportunities for irreversible actions. To make
progress, we will simply assume that the state space issafely explorable—that is, some goalSAFELY EXPLORABLE

state is reachable from every reachable state. State spaces with reversible actions, such as
mazes and 8-puzzles, can be viewed as undirected graphs and are clearly safely explorable.

Even in safely explorable environments, no bounded competitive ratio can be guaran-
teed if there are paths of unbounded cost. This is easy to show in environments with irre-
versible actions, but in fact it remains true for the reversible case as well, as Figure 4.19(b)
shows. For this reason, it is common to describe the performance of online search algorithms
in terms of the size of the entire state space rather than just the depth of the shallowest goal.

4.5.2 Online search agents

After each action, an online agent receives a percept telling it what state it has reached; from
this information, it can augment its map of the environment. The current map is used to
decide where to go next. This interleaving of planning and action means that online search
algorithms are quite different from the offline search algorithms we have seen previously.
For example, offline algorithms such as A∗ have the ability to expand a node in one part of
the space and then immediately expand a node in another part of the space, because node
expansion involves simulated rather than real actions. An online algorithm, on the other
hand, can discover successors only for a node that it physically occupies. To avoid traveling
all the way across the tree to expand the next node, it seems better to expand nodes in alocal
order. Depth-first search has exactly this property, because (except when backtracking) the
next node expanded is a child of the previous node expanded.

An online depth-first search agent is shown in Figure 4.20. This agent stores its map
in a table, RESULT[s, a], that records the state resulting from executing actiona in states.
Whenever an action from the current state has not been explored, the agent tries that action.
The difficulty comes when the agent has tried all the actions in a state. In offline depth-first
search, the state is simply dropped from the queue; in an online search, the agent has to
backtrack physically. In depth-first search, this means going back to the state from which the
agent entered the current state most recently. That is achieved by keeping a table that lists,
for each state, the predecessor states to which the agent has not yet backtracked. If the agent
has run out of states to which it can backtrack, then its search is complete.

We recommend that the reader trace through the progress of ONLINE-DFS-AGENT

when applied to the maze given in Figure 4.18. It is fairly easy to see that the agent will, in
the worst case, end up traversing every link in the state space exactly twice. For exploration,
this is optimal; for finding a goal, on the other hand, the agent’s competitive ratio could be
arbitrarily bad if it goes off on a long excursion when there is a goal right next to the initial
state. An online variant of iterative deepening solves this problem; for an environment that is
a uniform tree, the competitive ratio of such an agent is a small constant.
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152 Chapter 4. Beyond Classical Search

function ONLINE-DFS-AGENT(s ′) returns an action
inputs: s ′, a percept that identifies the current state
persistent: result , a table indexed by state and action, initially empty

untried , a table that lists, for each state, the actions not yet tried
unbacktracked , a table that lists, for each state, the backtracks not yet tried
s , a, the previous state and action, initially null

if GOAL-TEST(s ′) then return stop

if s ′ is a new state (not inuntried) then untried [s ′]←ACTIONS(s ′)
if s is not nullthen do

result [s ,a]← s ′

adds to the front ofunbacktracked [s ′]
if untried [s ′] is emptythen

if unbacktracked [s ′] is emptythen return stop

elsea← an actionb such thatresult [s ′,b] = POP(unbacktracked [s ′])
elsea←POP(untried [s ′])
s← s ′

return a

Figure 4.20 An online search agent that uses depth-first exploration. The agent is appli-
cable only in state spaces in which every action can be “undone” by some other action.

Because of its method of backtracking, ONLINE-DFS-AGENT works only in state
spaces where the actions are reversible. There are slightly more complex algorithms that
work in general state spaces, but no such algorithm has a bounded competitive ratio.

4.5.3 Online local search

Like depth-first search,hill-climbing search has the property of locality in its node expan-
sions. In fact, because it keeps just one current state in memory, hill-climbing search is
alreadyan online search algorithm! Unfortunately, it is not very useful in its simplest form
because it leaves the agent sitting at local maxima with nowhere to go. Moreover, random
restarts cannot be used, because the agent cannot transport itself to a new state.

Instead of random restarts, one might consider using arandom walk to explore theRANDOM WALK

environment. A random walk simply selects at random one of the available actions from the
current state; preference can be given to actions that have not yet been tried. It is easy to
prove that a random walk willeventuallyfind a goal or complete its exploration, provided
that the space is finite.13 On the other hand, the process can be very slow. Figure 4.21 shows
an environment in which a random walk will take exponentially many steps to find the goal,
because, at each step, backward progress is twice as likely as forward progress. The example
is contrived, of course, but there are many real-world state spaces whose topology causes
these kinds of “traps” for random walks.

13 Randomwalks are complete on infinite one-dimensional and two-dimensional grids. On a three-dimensional
grid, the probability that the walk ever returns to the starting point is only about 0.3405 (Hughes, 1995).

AIMA3e c© 2008 by Russell and Norvig. DRAFT---DO NOT DISTRIBUTE

Chapters 3 and 4 from Russell/Norvig, Artificial Intelligence, 3e, ISBN: 0136042597 ©2010

DRAFT - For preview purposes only. Content is subject to change before final publication. 
©2010 Pearson Education, Inc. Upper Saddle River, NJ 07458. All Rights Reserved.



Section 4.5. Online Search Agents and Unknown Environments 153

S G

Figure 4.21 An environment in which a random walk will take exponentially many steps
to find the goal.

Augmenting hill climbing withmemoryrather than randomness turns out to be a more
effective approach. The basic idea is to store a “current best estimate”H(s) of the cost to
reach the goal from each state that has been visited.H(s) starts out being just the heuristic
estimateh(s) and is updated as the agent gains experience in the state space. Figure 4.22
shows a simple example in a one-dimensional state space. In (a), the agent seems to be stuck
in a flat local minimum at the shaded state. Rather than staying where it is, the agent should
follow what seems to be the best path to the goal based on the current cost estimates for its
neighbors. The estimated cost to reach the goal through a neighbors′ is the cost to get to
s′ plus the estimated cost to get to a goal from there—that is,c(s, a, s′) + H(s′). In the
example, there are two actions, with estimated costs1+9 and1+2, so it seems best to move
right. Now, it is clear that the cost estimate of 2 for the shaded state was overly optimistic.
Since the best move cost 1 and led to a state that is at least 2 steps from a goal, the shaded
state must be at least 3 steps from a goal, so itsH should be updated accordingly, as shown
in Figure 4.22(b). Continuing this process, the agent will move back and forth twice more,
updatingH each time and “flattening out” the local minimum until it escapes to the right.

An agent implementing this scheme, which is called learning real-time A∗ (LRTA∗), isLRTA*

shown in Figure 4.23. Like ONLINE-DFS-AGENT, it builds a map of the environment using
theresult table. It updates the cost estimate for the state it has just left and then chooses the
“apparently best” move according to its current cost estimates. One important detail is that
actions that have not yet been tried in a states are always assumed to lead immediately to the
goal with the least possible cost, namelyh(s). Thisoptimism under uncertainty encouragesOPTIMISM UNDER

UNCERTAINTY

the agent to explore new, possibly promising paths.
An LRTA∗ agent is guaranteed to find a goal in any finite, safely explorable environment.

Unlike A∗, however, it is not complete for infinite state spaces—there are cases where it can be
led infinitely astray. It can explore an environment ofn states inO(n2) steps in the worst case,
but often does much better. The LRTA∗ agent is just one of a large family of online agents that
can be defined by specifying the action selection rule and the update rule in different ways.
We will discuss this family, which was developed originally for stochastic environments, in
Chapter 21.

4.5.4 Learning in online search

The initial ignorance of online search agents provides several opportunities for learning. First,
the agents learn a “map” of the environment—more precisely, the outcome of each action in
each state—simply by recording each of their experiences. (Notice that the assumption of
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Figure 4.22 Five iterations of LRTA∗ on a one-dimensional state space. Each state is
labeled withH(s), the current cost estimate to reach a goal, and each link is labeled with its
step cost. The shaded state marks the location of the agent, and the updated cost estimates at
each iteration are circled.

function LRTA*-A GENT(s ′) returns an action
inputs: s ′, a percept that identifies the current state
persistent: result , a table, indexed by state and action, initially empty

H , a table of cost estimates indexed by state, initially empty
s , a, the previous state and action, initially null

if GOAL-TEST(s ′) then return stop

if s ′ is a new state (not inH ) then H [s ′]←h(s ′)
if s is not null

result [s ,a]← s ′

H [s ]← min
b∈ ACTIONS(s)

LRTA*-C OST(s ,b,result [s ,b], H )

a← an actionb in ACTIONS(s ′) that minimizes LRTA*-COST(s ′,b,result [s ′,b], H )
s← s ′

return a

function LRTA*-C OST(s ,a,s ′,H ) returns a cost estimate
if s ′ is undefinedthen return h(s)
else returnc(s, a, s′) + H [s′]

Figure 4.23 LRTA*- AGENT selects an action according to the values of neighboring
states, which are updated as the agent moves about the state space.
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deterministic environments means that one experience is enough for each action.) Second,
the local search agents acquire more accurate estimates of the cost of each state by using local
updating rules, as in LRTA∗. In Chapter 21 we will see that these updates eventually converge
to exactvalues for every state, provided that the agent explores the state space in the right
way. Once exact values are known, optimal decisions can be taken simply by moving to the
lowest-cost successor—that is, pure hill climbing is then an optimal strategy.

If you followed our suggestion to trace the behavior of ONLINE-DFS-AGENT in the
environment of Figure 4.18, you will have noticed that the agent is not very bright. For
example, after it has seen that theUp action goes from (1,1) to (1,2), the agent still has no
idea that theDown action goes back to (1,1), or that theUp action also goes from (2,1) to
(2,2), from (2,2) to (2,3), and so on. In general, we would like the agent to learn thatUp

increases they-coordinate unless there is a wall in the way, thatDown reduces it, and so on.
For this to happen, we need two things. First, we need a formal and explicitly manipulable
representation for these kinds of general rules; so far, we have hidden the information inside
the black box called the RESULT function. Part III is devoted to this issue. Second, we need
algorithms that can construct suitable general rules from the specific observations made by
the agent. These are covered in Chapter 18.

4.6 SUMMARY

This chapter has examined search algorithms for problems beyond the “classical” case of
finding the shortest path to a goal in an observable, deterministic, discrete environment.

• Local searchmethods such ashill climbing operate on complete-state formulations,
keeping only a small number of nodes in memory. Several stochastic algorithms have
been developed, includingsimulated annealing, which returns optimal solutions when
given an appropriate cooling schedule.
• Many local search methods apply also to problems in continuous spaces.Linear pro-

gramming andconvex optimization problems obey certain restrictions on the shape
of the state space and the nature of the objective function, and admit polynomial-time
algorithms that are often extremely efficient in practice.
• A genetic algorithm is a stochastic hill-climbing search in which a large population of

states is maintained. New states are generated bymutation and bycrossover, which
combines pairs of states from the population.
• In nondeterministic environments, agents can applyAND-OR search to generatecon-

tingent plans that reach the goal regardless of which outcomes occur during execution.
• When the environment is partially observable, the agent can apply search algorithms in

the space ofbelief states, or sets of possible states that the agent might be in. Incre-
mental algorithms that construct solutions state-by-state within a belief state are often
more efficient.
• Sensorlessproblems can be solved by applying standard search methods to a belief-

state formulation of the problem. The more general partially observable case can be
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156 Chapter 4. Beyond Classical Search

solved by belief-stateAND-OR search.
• Exploration problems arise when the agent has no idea about the states and actions of

its environment. For safely explorable environments,online searchagents can build a
map and find a goal if one exists. Updating heuristic estimates from experience provides
an effective method to escape from local minima.

BIBLIOGRAPHICAL AND HISTORICAL NOTES

Local search techniques have a long history in mathematics and computer science. Indeed,
the Newton–Raphson method (Newton, 1671; Raphson, 1690) can be seen as a very effi-
cient local search method for continuous spaces in which gradient information is available.
Brent (1973) is a classic reference for optimization algorithms that do not require such in-
formation. Beam search, which we have presented as a local search algorithm, originated
as a bounded-width variant of dynamic programming for speech recognition in the HARPY

system (Lowerre, 1976). A related algorithm is analyzed in depth by Pearl (1984, Ch. 5).
The topic of local search was reinvigorated in the early 1990s by surprisingly good re-

sults for large constraint-satisfaction problems such asn-queens (Mintonet al., 1992) and
logical reasoning (Selmanet al., 1992) and by the incorporation of randomness, multiple
simultaneous searches, and other improvements. This renaissance of what Christos Papadim-
itriou has called “New Age” algorithms also sparked increased interest among theoretical
computer scientists (Koutsoupias and Papadimitriou, 1992; Aldous and Vazirani, 1994). In
the field of operations research, a variant of hill climbing calledtabu searchhas gained pop-TABU SEARCH

ularity (Glover, 1989; Glover and Laguna, 1997). Drawing on models of limited short-term
memory in humans, this algorithm maintains a tabu list ofk previously visited states that
cannot be revisited; as well as improving efficiency when searching graphs, this can allow
the algorithm to escape from some local minima. Another useful improvement on hill climb-
ing is the STAGE algorithm (Boyan and Moore, 1998). The idea is to use the local maxima
found by random-restart hill climbing to get an idea of the overall shape of the landscape. The
algorithm fits a smooth surface to the set of local maxima and then calculates the global maxi-
mum of that surface analytically. This becomes the new restart point. The algorithm has been
shown to work in practice on hard problems. Gomeset al. (1998) showed that the run-time
distributions of systematic backtracking algorithms often have aheavy-tailed distribution,HEAVYTAILED

DISTRIBUTION

which means that the probability of a very long run time is more than would be predicted
if the run times were exponentially distributed. This provides a theoretical justification for
random restarts.

Simulated annealing was first described by Kirkpatricket al. (1983), who borrowed
directly from theMetropolis algorithm (which is used to simulate complex systems in
physics (Metropoliset al., 1953) and was supposedly invented at a Los Alamos dinner party).
Simulated annealing is now a field in itself, with hundreds of papers published every year.

Finding optimal solutions in continuous spaces is the subject matter of several fields,
includingoptimization theory, optimal control theory , and thecalculus of variations. The
basic techniques are explained well by Bishop (1995); Presset al. (2007) cover a wide range
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Section 4.6. Summary 157

of algorithms and provide working software.
Linear programming (LP) was first studied systematically by the Russian mathemati-

cian Leonid Kantorovich (1939). It was one of the first applications of computers; thesim-
plex algorithm (Wood and Dantzig, 1949; Dantzig, 1949) is still used despite worst-case
exponential complexity. The first polynomial-time algorithm—the somewhat impracticalel-
lipsoid method—is due to Khachiyan (1979). Karmarkar (1984) developed the far more
efficient family of interior-point methods. The tractability of the more general family of
convex optimization problems was first noted by Nemirovski and Yudin (1983) and interior-
point methods were shown to have polynomial complexity for this class by Nesterov and
Nemirovski (1994). Excellent introductions to convex optimization are provided by Ben-Tal
and Nemirovski (2001) and Boyd and Vandenberghe (2004).

Work by Sewall Wright (1931) on the concept of afitness landscapewas an impor-
tant precursor to the development of genetic algorithms. In the 1950s, several statisticians,
including Box (1957) and Friedman (1959), used evolutionary techniques for optimization
problems, but it wasn’t until Rechenberg (1965, 1973) introducedevolution strategiestoEVOLUTION

STRATEGIES

solve optimization problems for airfoils that the approach gained popularity. In the 1960s
and 1970s, John Holland (1975) championed genetic algorithms, both as a useful tool and
as a method to expand our understanding of adaptation, biological or otherwise (Holland,
1995). Theartificial life movement (Langton, 1995) takes this idea one step further, view-ARTIFICIAL LIFE

ing the products of genetic algorithms asorganismsrather than solutions to problems. Work
in this field by Hinton and Nowlan (1987) and Ackley and Littman (1991) has done much
to clarify the implications of the Baldwin effect. For general background on evolution, we
strongly recommend Smith and Szathmáry (1999).

Most comparisons of genetic algorithms to other approaches (especially stochastic hill
climbing) have found that the genetic algorithms are slower to converge (O’Reilly and Op-
pacher, 1994; Mitchellet al., 1996; Juels and Wattenberg, 1996; Baluja, 1997). Such findings
are not universally popular within the GA community, but recent attempts within that com-
munity to understand population-based search as an approximate form of Bayesian learning
(see Chapter 20) might help to close the gap between the field and its critics (Pelikanet al.,
1999). The theory ofquadratic dynamical systemsmay also explain the performance of
GAs (Rabaniet al., 1998). See Lohnet al. (2001) for an example of GAs applied to antenna
design, and Larrañagaet al. (1999) for an application to the traveling salesperson problem.

The field ofgenetic programming is closely related to genetic algorithms. The princi-GENETIC

PROGRAMMING

pal difference is that the representations that are mutated and combined are programs rather
than bit strings. The programs are represented in the form of expression trees; the expressions
can be in a standard language such as Lisp or can be specially designed to represent circuits,
robot controllers, and so on. Crossover involves splicing together subtrees rather than sub-
strings. This form of mutation guarantees that the offspring are well-formed expressions,
which would not be the case if programs were manipulated as strings.

Recent interest in genetic programming was spurred by John Koza’s work (Koza, 1992,
1994), but it goes back at least to early experiments with machine code by Friedberg (1958)
and with finite-state automata by Fogelet al. (1966). As with genetic algorithms, there is
debate about the effectiveness of the technique. Kozaet al. (1999) describe a variety of
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158 Chapter 4. Beyond Classical Search

experiments on the automated design of circuit devices using genetic programming.
The journalsEvolutionary ComputationandIEEE Transactions on Evolutionary Com-

putationcover genetic algorithms and genetic programming; articles are also found inCom-
plex Systems, Adaptive Behavior, andArtificial Life. The main conferences are theInter-
national Conference on Genetic Algorithmsand theConference on Genetic Programming,
recently merged to form theGenetic and Evolutionary Computation Conference. The texts
by Melanie Mitchell (1996) and David Fogel (2000) give good overviews of the field.

The unpredictability and partial observability of real environments was recognized early
on in robotics projects that used planning techniques, including Shakey (Fikeset al., 1972)
and Freddy (Michie, 1974). The problem received more attention after the publication of
McDermott’s (1978a) influential article,Planning and Acting.

The first work to make explicit use ofAND-OR trees seems to have been Slagle’s SAINT

program for symbolic integration, mentioned in Chapter 1. Amarel (1967) applied the idea
to propositional theorem proving, a topic discussed in Chapter 7, and introduced a search
algorithm similar to AND-OR-GRAPH-SEARCH. The algorithm was further developed and
formalized by Nilsson (1971), who also described AO∗—which, as its name suggests, finds
optimal solutions given an admissible heuristic. AO∗ was analyzed and improved by Martelli
and Montanari (1973, 1978). Interest inand-or search has undergone a revival in recent
years, with new algorithms for finding cyclic solutions (Jimenez and Torras, 2000; Hansen
and Zilberstein, 2001) and new techniques inspired by dynamic programming (Bonet and
Geffner, 2005).

The idea of transforming partially observable problems into belief-state problems orig-
inated with Astrom (1965) for the much more complex case of probabilistic uncertainty (see
Chapter 17). Erdmann and Mason (1988) studied the problem of robotic manipulation with-
out sensors, using a continuous form of belief-state search. They showed that it was possible
to orient a part on a table from an arbitrary initial position by a well-designed sequence of tilt-
ing actions. More practical methods, based on a series of precisely oriented diagonal barriers
across a conveyor belt, use the same algorithmic insights (Wiegleyet al., 1996).

The belief-state approach was reinvented in the context of sensorless and partially ob-
servable search problems by Genesereth and Nourbakhsh (1993). Additional work was done
on sensorless problems in the logic-based planning community (Goldman and Boddy, 1996;
Smith and Weld, 1998). This work has emphasized concise representations for belief states,
as explained in Chapter 12. Bonet and Geffner (2000) introduced the first effective heuristics
for belief-state search; these were refined by Bryceet al. (2006). The incremental approach
to belief-state search, in which solutions are constructed incrementally for subsets of states
within each belief state, was studied in the planning literature by Kurien and Nayak (2002);
several new incremental algorithms were introduced for nondeterministic, partially observ-
able problems by Russell and Wolfe (2005). Additional references for planning in stochastic,
partially observable environments appear in Chapter 17.

Algorithms for exploring unknown state spaces have been of interest for many centuries.
Depth-first search in a maze can be implemented by keeping one’s left hand on the wall; loops
can be avoided by marking each junction. Depth-first search fails with irreversible actions;
the more general problem of exploringEulerian graphs (i.e., graphs in which each node hasEULERIAN GRAPHS
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Section 4.6. Summary 159

equal numbers of incoming and outgoing edges) was solved by an algorithm due to Hierholzer
(1873). The first thorough algorithmic study of the exploration problem for arbitrary graphs
was carried out by Deng and Papadimitriou (1990), who developed a completely general
algorithm, but showed that no bounded competitive ratio is possible for exploring a general
graph. Papadimitriou and Yannakakis (1991) examined the question of finding paths to a goal
in geometric path-planning environments (where all actions are reversible). They showed that
a small competitive ratio is achievable with square obstacles, but with general rectangular
obstacles no bounded ratio can be achieved. (See Figure 4.19.)

The LRTA∗ algorithm was developed by Korf (1990) as part of an investigation into
real-time search for environments in which the agent must act after searching for only aREALTIME SEARCH

fixed amount of time (a common situation in two-player games). LRTA∗ is in fact a special
case of reinforcement learning algorithms for stochastic environments (Bartoet al., 1995). Its
policy of optimism under uncertainty—always head for the closest unvisited state—can result
in an exploration pattern that is less efficient in the uninformed case than simple depth-first
search (Koenig, 2000). Dasguptaet al. (1994) show that online iterative deepening search is
optimally efficient for finding a goal in a uniform tree with no heuristic information. Sev-
eral informed variants on the LRTA∗ theme have been developed with different methods for
searching and updating within the known portion of the graph (Pemberton and Korf, 1992).
As yet, there is no good understanding of how to find goals with optimal efficiency when
using heuristic information.

EXERCISES

4.1 Give the name of the algorithm that results from each of the following special cases:

a. Local beam search withk = 1.

b. Local beam search with one initial state and no limit on the number of states retained.

c. Simulated annealing withT = 0 at all times (and omitting the termination test).

d. Simulated annealing withT =∞ at all times.

e. Genetic algorithm with population sizeN = 1.

4.2 Exercise 3.14 considers the problem of building railway tracks under the assumption
that pieces fit exactly with no slack. Now consider the real problem, in which pieces don’t
fit together exactly but allow for up to 10 degrees of rotation to either side of the “proper”
alignment. Explain how to formulate the problem so it could be solved by simulated anneal-
ing.

4.3 The AND-OR-GRAPH-SEARCH algorithm in Figure 4.11 checks for repeated states
only on the path from the root to the current state. Suppose that, in addition, the algorithm
were to storeeveryvisited state and check against that list. (See BREADTH-FIRST-SEARCH

in Figure 3.11 for an example.) Determine the information that should be stored and how the
algorithm should use that information when a repeated state is found. (Hint: You will need to
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160 Chapter 4. Beyond Classical Search

distinguish at least between states for which a successful subplanwas constructed previously
and states for which no subplan could be found.) Explain how to use labels, as defined in
Section 4.3.3, to avoid having multiple copies of subplans.

4.4 Explain precisely how to modify the AND-OR-GRAPH-SEARCH algorithm to generate
a cyclic plan if no acyclic plan exists. You will need to deal with three issues: labeling the plan
steps so that a cyclic plan can point back to an earlier part of the plan, modifying OR-SEARCH

so that it continues to look for acyclic plans after finding a cyclic plan, and augmenting the
plan representation to indicate whether a plan is cyclic. Show how your algorithm works on
(a) the slippery vacuum world, and (b) the slippery, erratic vacuum world. You might wish to
use a computer implementation to check your results.

4.5 In Section 4.4.1 we introduced belief states to solve sensorless search problems. A
sequence of actions solves a sensorless problem if it maps every physical state in the initial
belief stateb to a goal state. Suppose the agent knowsh∗(s), the true optimal cost of solving
the physical states in the fully observable problem, for every states in b. Find an admissible
heuristich(b) for the sensorless problem in terms of these costs, and prove its admissibilty.
Comment on the accuracy of this heuristic on the sensorless vacuum problem of Figure 4.14.
How well does A∗ perform?

4.6 This exercise explores subset–superset relations between belief states in sensorless or
partially observable environments.

• Prove rigorously that if an action sequence is a solution for a belief stateb, it is also a
solution for any subset ofb.

• Explain in detail how to modify graph search for sensorless problems to take advantage
of this.

• Explain in detail how to modifyAND-OR search for partially observable problems to
take advantage of this.

4.7 On page 142 it was assumed that a given action would have the same cost when ex-
ecuted in any physical state within a given belief state. (This leads to a belief-state search
problem with well-defined step costs.) Now consider what happens when the assumption
does not hold. Does the notion of optimality still make sense in this context, or does it require
modification? Consider also various possible definitions of the “cost” of executing an action
in a belief state; for example, we could use theminimumof the physical costs; or themax-
imum; or a costinterval with the lower bound being the minimm cost and the upper bound
being the maximum; or just keep the set of all possible costs for that action. For each of these,
explore whether A∗ (with modifications if necessary) can return optimal solutions.

4.8 Consider the sensorless version of the erratic vacuum world. Draw the belief-state space
reachable from the initial belief state{1, 2, 3, 4, 5, 6, 7, 8}, and explain why the problem is
unsolvable.

4.9 Suppose that an agent is in a3× 3 maze environment like the one shown in Figure 4.18.
The agent knows that its initial location is (1,1), that the goal is at (3,3), and that the four
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Section 4.6. Summary 161

actionsUp, Down , Left , Right have their usual effects unless blocked by a wall. The agent
doesnot know where the internal walls are. In any given state, the agent perceives the set of
legal actions; it can also tell whether the state is one it has visited before or a new state.

a. Explain how this online search problem can be viewed as an offline search in belief-state
space, where the initial belief state includes all possible environment configurations.
How large is the initial belief state? How large is the space of belief states?

b. How many distinct percepts are possible in the initial state?

c. Describe the first few branches of a contingency plan for this problem. How large
(roughly) is the complete plan?

Notice that this contingency plan is a solution forevery possible environmentfitting the given
description. Therefore, interleaving of search and execution is not strictly necessary even in
unknown environments.

4.10 We can turn the navigation problem in Exercise 3.27 into an environment as follows:

• The percept will be a list of the positions,relative to the agent, of the visible vertices.
The percept doesnot include the position of the robot! The robot must learn its own po-
sition from the map; for now, you can assume that each location has a different “view.”

• Each action will be a vector describing a straight-line path to follow. If the path is
unobstructed, the action succeeds; otherwise, the robot stops at the point where its
path first intersects an obstacle. If the agent returns a zero motion vector and is at the
goal (which is fixed and known), then the environment teleports the agent to arandom
location (not inside an obstacle).

• The performance measure charges the agent 1 point for each unit of distance traversed
and awards 1000 points each time the goal is reached.

a. Implement this environment and a problem-solving agent for it. The agent will need
to formulate a new problem after each teleportation, which will involve discovering its
current location.

b. Document your agent’s performance (by having the agent generate suitable commentary
as it moves around) and report its performance over 100 episodes.

c. Modify the environment so that 30% of the time the agent ends up at an unintended
destination (chosen randomly from the other visible vertices if any, otherwise no move
at all). This is a crude model of the motion errors of a real robot. Modify the agent
so that when such an error is detected, it finds out where it is and then constructs a
plan to get back to where it was and resume the old plan. Remember that sometimes
getting back to where it was might also fail! Show an example of the agent successfully
overcoming two successive motion errors and still reaching the goal.

d. Now try two different recovery schemes after an error: (1) Head for the closest vertex
on the original route; and (2) replan a route to the goal from the new location. Compare
the performance of the three recovery schemes. Would the inclusion of search costs
affect the comparison?
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162 Chapter 4. Beyond Classical Search

e. Now suppose that there are locations from which the view is identical. (For example,
suppose the world is a grid with square obstacles.) What kind of problem does the agent
now face? What do solutions look like?

4.11 In this exercise, we will explore the use of local search methods to solve TSPs of the
type defined in Exercise 3.38.

a. Implement and test a hill-climbing method to solve TSPs. Compare the results with
optimal solutions obtained via the A∗ algorithm with the MST heuristic (Exercise 3.38).

b. Repeat part (a) using a genetic algorithm instead of hill climbing. You may want to
consult Larrañagaet al. (1999) for some suggestions for representations.

4.12 Generate a large number of 8-puzzle and 8-queens instances and solve them (where
possible) by hill climbing (steepest-ascent and first-choice variants), hill climbing with ran-
dom restart, and simulated annealing. Measure the search cost and percentage of solved
problems and graph these against the optimal solution cost. Comment on your results.

4.13 In this exercise, we will examine hill climbing in the context of robot navigation, using
the environment in Figure 3.32 as an example.

a. Repeat Exercise 4.10 using hill climbing. Does your agent ever get stuck in a local
minimum? Is itpossiblefor it to get stuck with convex obstacles?

b. Construct a nonconvex polygonal environment in which the agent gets stuck.

c. Modify the hill-climbing algorithm so that, instead of doing a depth-1 search to decide
where to go next, it does a depth-k search. It should find the bestk-step path and do
one step along it, and then repeat the process.

d. Is there somek for which the new algorithm is guaranteed to escape from local minima?

e. Explain how LRTA∗ enables the agent to escape from local minima in this case.

4.14 Like DFS, online DFS is incomplete for reversible state spaces with infinite paths. For
example, suppose that states are points on the infinite two-dimensional grid and actions are
unit vectors(1, 0), (0, 1), (−1, 0), (0,−1), tried in that order. Show that online DFS starting
at (0, 0) will not reach(1,−1). Suppose the agent can observe, in addition to its current
state, all successor states and the actions that would lead to them. Write an algorithm that
is complete even for bidirected state spaces with infinite paths. What states does it visit in
reaching(1,−1)?

4.15 Relate the time complexity of LRTA∗ to its space complexity.
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